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Abstract Another research focus has been TDMA approaches

In this paper, we revisit the wireless link scheduling prob- for multi-hop wireless networks [14]. TDMA has been
lem under a graded version of the SINR interferenceconsidered for its ability both to improve throughput
model. Unlike the traditional thresholded version of the and to provide fairness to flows of differing lengths,
SINR model, the graded SINR model allows use of “im- Which has been shown to be a significant problem in
perfect links”, where communication is still possible, al- CSMA/CA-based wireless multi-hop networks. TDMA
though with degraded performance (in terms of data ratehas been adopted for use in the IEEE 802.16 standard for
or PRR). Throughput benefits when graded SINR modelWiMax [1]. With use of TDMA, comes the opportunity
is used instead of thresholded SINR model to schedule© develop scheduling algorithms that can carefully sepa-
transmissions have recently been shown in an experimentate communications in space, thereby maximizing con-
tal testbed. Here, we formally define the wireless link currency and presumably throughput, as well.
scheduling problem under the graded SINR model, where  When considering the scheduling of transmissions in
we impose an additional constraint on the minimum qual-a multi-hop wireless network, it is necessary to model in-
ity of the usable links, (expressed as an SNR thresholderference. Over time, the research in wireless schedul-
Bo). Then, we present an approximation algorithm for ing has considered more accurate interference models.
this problem, which is shown to be within a constant fac- Early work used a simplke-hop interference model, while
tor from optimal. We also present a more practical greedylater work employed more accuracte distance-based mod-
algorithm, whose performance bounds are not known, bukls. In the last few years, several papers [3, 4, 9] have
which is shown through simulation to have much better considered transmission scheduling under more accurate
average performance than the approximation algorithmphysical interference models, which are based on signal
Furthermore, we investigate, through both simulation andto interference and noise ratio (SINR) at the receiver.
implementation on an experimental testbed, the tradeoffHowever, all of this recent work has considered that
between the minimum link quality threshoi and the  packets are successfully received only when SINR ex-
resulting network throughput. ceeds a given threshold, and assumes that packet recep-
; tion rate (PRR) is zero below this threshold. In reality,
1 Intro,dUCtlon , . PRR falls off gradually with decreasing SINR. This phe-
Ever since Gupta and Kumar's classical result [10] homenon has been well documented in the literature, and
showing that the capacity of multi-hop wireless networks e gNR region corresponding to imperfect (but consid-
does not scale linearly with the number of nodes, re-grapy greater than 0) reception rates is knowriras-
searchers have studied a multitude of ways to increasgji;onal region or gray region[15, 16, 23]. In this pa-
throughput in such networks. Many of the considered yo ' \ye formulate a graded physical interference model,
approaches focus on increasing the concurrency of COMgpich accounts for this more accurate relationship be-
munications in the wireless medium, by separating Com-y,.een PRR and SINR, and we investigate the question of
munications either in frequency or in space. Concurrenty pether scheduling algorithms can effectively use links

communications can be separated in frequency by usingp; operate below the SINR threshold in order to increase
multiple channels, with or without multiple radios. A va- spatial reuse and thereby improve throughpui.

riety of_techniques_ex_ist for improving spatial separation, To the best of knowled thresholded SINR
or spatial reuse, within the wireless channel. These tech- 'O n€ best o ourknowiedge, non-thresholded STNK-
niques apply different methods for reducing or eliminat- based interference models have been seldom used in the

ing interference. For example, directional antennas fo-Wireless scheduling literature, with a few notable excep-
cus the signal in a certain direction, thereby preventing alions [7, 8]. However, the emphasis in [7, 8] is on jointly
transmission from interfering with other communications ©Ptimizing routing, scheduling, and transmit power in or-
outside of the focused area. Transmission power controf€ {0 minimize the total average transmit power, given
can reduce the overall “inteference footprint” of a com- SOMe constraints on the minimum data rate achieved on
munication. More recently, MIMO technology has been €ach link. Furthermore, the approach of [7] is based on
considered, both as a means to improve throughput on in0NVeXx programming, which has exponential time com-
dividual links and for its ability to suppress interference, PI€Xity, while that of [8] is based on solving a complex
thereby permitting increased spatial reuse. fixed point equation.

In addition to developing a graded SINR model of
* Stony Brook University, NY, USA packet reception, we consider the design of scheduling al-
T IIT-CNR, Pisa, Italy gorithms that take advantage of this more accurate model.
* Georgia Institute of Technology, Atlanta, GA, USA We present a scheduling algorith@®raded SINRand we




prove that this algorithm is within a constant factor of PRR (rate)
optimal in terms of the length of the schedules it pro-

duces. We then turn to evaluation of the graded SINR 1
model and associated scheduling algorithms in practical ik "
settings. We present both simulation-based results and an i
experimental evaluation carried out using a Mote-based
testbed. Simulation results demonstrate thadughput
increases of up to 50%tre possible relative to thresh-
olded SINR models. The throughput increase achieved
. X ; X Bo Bo B SINR

is dependent upon node density, with more improvement_, o

seen for sparse networks, where additional opportuni-F'gure 1. The graded SINR model. Therate is in-
ties for spatial reuse can have more impact. Howeverte€nded as normalized w.rt. maximal possible rate
even in dense networks, throughput improvements of al-'‘max i

most 20% were achieved. Results from the Mote-based’@ckground noise power. o
testbed confirm that use of lower-quality links can im- _ In presence of multiple concurrent transmissions on
prove throughput. In fact, even greater throughput in-INks l1,....lk, the PRR on linkl; = (s,ri) is given
creases, up to 70% improvement over using only 100%0Y f(SINR), where SINR is the signal-to-noise-and-
quality links, were seen in the testbed. This proof-of- m;erference ratio measuredratvhen all thesjs are trans-
concept implementation also demonstrates the practicalMitting. Formally,

ity of our approach. Thus, we believe that graded SINR- P

based scheduling algorithms hold great promise for dra- SINR = NIS P’

matically improving performance of TDMA-based multi- 2i#iF]
hop wireless networks. whereP; denotes the received power at nadef the sig-

2 The graded SINR model nal transmitted by nods, for eachj # i.

The graded SINR model is motivated by the observa- It is worth observing the similarities between the
tion that, in a practical scenario, the packet reception rategraded SINR model and the generalized physical interfer-
(PRR) vs. SINR is not sharply thresholded, but ratherence model (see, e.g., [13]), according to whichdhta
presents a smooth transition between close to 0 and closeate W observed on link; is given by Shannon’s channel
to 1 reception rate. The region in which packet receptioncapacity formula, i.e.,
is not perfect is known as theansitional region or gray .
regionin the literature [15, 16, 23], and typically spans 5 Wi =Blog, (1+SINR) , (1)
to 10 dBs. whereB is the channel bandwidth The graded SINR in-

In graded SINR models, originally proposed in [15, terference model introduced above can be interpreted in
16], the PRR achievable on a certain link is a function of terms of data rate as follows. Assume the channel has a
the SINR value experienced at the receiver. The PRR vsmaximal nominal data raténax. We can interpret the
SINR curve has the following properties in these mod- PRR vs. SINR curve as a data rate vs. SINR curve.
els: i) the PRR is 0 when the SINR is below a certain The idea is that, when the SINR value is below the min-
value, which we denotf in the following;ii) the PRR  imum thresholdB; required for successful transmission
is 1 when the SINR is above a certain value, which we of a packet at rat¥\ia, PHY layer parameters such as
denotef; in the following;iii ) the PRR is arnincreasing  coding (e.g., increasing bit redundancy in packet trans-
function of the SINR in the transitional region. We adopt mission) and/or symbol sending rate are modified, so that
this model in this paper, with the further requirement packets can be successfully received aHence, we can
(needed for technical purposes) that/irg. f(x) =0and  view the situation as if packets are always correctly re-
”mXHBI f(x) = 1, wheref() is the function represent- ceived when tran_smitted on lidk b_ut with the achieved
ing the PRR vs. SINR curve in tH@o, B1] interval. We g:_ata re:ﬁ? d_et)endlrggt_on t?ﬁ exp(_arlgr;fced SthFf ¥alme Eﬁ,‘
also assume in the following th@y > 0, which is per- ven this iInterpre ? lon, he main ; eren(ﬁe e \flvgenf €
fectly reasonable in a realistic scenario (note that SNRgr""deOl SINR model and t egenera|ze_d_p ysical interfer-
and SINR are expressed as linear ratios, natB An ence model is that actual data rate on Illnls 0 }Jnderthe
example of such a function whehis a linear function graded SthR chﬂ}el Whe.ﬁ.lNR = E’O' wh!le |t||s always
is shown in Figure 1. For clarity of presentation, in the greater than 0 with a positive received signal power under

ol e exend fncior ) 8 olows 19 01 " S0zl e el
x < Bo, and f(x) = 1 if x > Bs. * 9

In the following, we denote a communication link as e data rate interpretation of the graded SINR model,
= (s.11) Wheres’ is the sender and is the receiver  SINCe it eases the derivation of clean approximation
r|10_de 7Ac’cording to our model. the PRR experiencedbounds for the considered scheduling problem. In order
on link I;. in the absence of inferferenc'es given by to keep the values of() in the 0, 1] interval, we will in-

f(SNR), whereSNR is the signal-to-noise ratio at node terpret functionf () as giving, for a certain SINR value,

ri. Formally, SNR = {, whereR is the received power at  INote that the SINR in the formula fa# is expressed as a

noder; of the signal transmitted by nodg andN is the linear ratio, nodBs.

quality requirement




the resulting data rate normalized with respect to the max+time allocated for transmission on liikin the schedule
imal nominal data raténax Hence, the actual data rate must be sufficient to send the packet to destination at the
on linkl; with SINR valueSINR will be f(SINR) -Wmnax. achieved data rate. To be specific, if lihks scheduled
To simplify notation and when clear from the context, in fortime intervalds,...,t,, and the experienced SINR val-
the following we will sometimes overload thgSINR) ues atr; during these intervals a®INR 1,...,SINR,
notation to denote the data rate on linkSince the data we musthavg ;_; f(SINRj) -Wmax-tj > S whereSis
rate interpretation of the graded SINR model assumes acthe packet size in bits.
curate control of PHY layer parameters is possible, which  The computational complexity of the link schedul-
is not always the case in practical scenarios, in the experiing problem has been studied under different interfer-
mental setup reported in Section 5 we have used the origience models, and has been proven to be NP-hard in many
nal, PRR-based interpretation of the graded SINR modelcases, e.g. the physical interference model [9] and most
. . hop-based interference models [21]. While similarities
3 Scheduling AIgonthr_n of the graded SINR model with the physical interference
3.1 Problem Formulation model suggest that the problem might remain NP-hard
The problem we consider is often referred to as thealso in the graded SINR model, a formal proof of this fact
wireless link scheduling problerm the literature, al-  is beyond the scope of this paper and, to the best of our
though we are introducing here an extension to dealknowledge, the problem remains open.
with the case of imperfect link transmissions (or, equiv-  |n the following, we present an algorithm for this prob-
alently, flexible data rates). We are given a set of links|lem and prove a worst-case bound on its performance
L ={l1,...,In} to schedule, with; = (s, ri). Note that  with respect to performance of an optimal scheduling al-
the ss andr;s are not necessarily distinct, i.e., a single gorithm. In order to prove the approximation bound, we
node can be involved in multiple communication as ei- adopt the classical model for radio signal propagation in
ther transmitter, or receiver, or both. wireless networks, which is referred to as kbg-distance
Alink [; is assigned a weiglt;, which represents the path loss modelin this model, the radio signal strength
currenttraffic demand on link To simplify presentation, (power) at a distancd from the transmitter is given by
in the following we assume unit link demands (ig .= 1 P/d%, whereP is the transmission power and> 2 is the
fori=1,...,n). However, the presented results can easily path loss coefficient [19] (the actual value of the constant
be extended to the case of arbitrary integer demands by depends on the environment — e.g., indoor or outdoor).

replacing each link with d; copies of the same link. Our results should be easily extensible to more general
Links experience different SNRs at the receiver end;radio propagation models that account for irregular radio
i.e., when only transmittes; is transmitting, node; will coverage area, such as the cost-based model proposed in

experience a certain SNR val&\R, which is in gen-  [20], which approximates log-normal shadowing propa-

eral different for different receivers. However, in the fol- gation. In the following, we assume all nodes use the

lowing we assume th&NR > g for eachi, for some  same transmit power, an arbitrary constant

constant valu@q > Bo. Given our model, this is equiva- 3.2  Algorithm GradedSIN

lent to assuming that data rate (or, equivalently, PRR) on  Algorithm GradedSINRwhich is reported in Figure

each link is at leask, for some constarkt > 0 (see Fig- 2, is based on the simple idea of grouping links with sim-

ure 1). The SNR lower boun@g on the links to sched- ilar SNR values in the same class, and scheduling them

ule is introduced to reflect the fact that, in practical situa- in consecutive slots. Link classes are defined as follows:

tions, only relatively high quality links (i.e., with accept- link classCy, withk=1,...,k, contain linkd ;s such that

able data rate, or with a PRR considerably above 0) are el K

used to transmit packets. (148)" "Bo < SNR < (1+¢)"Bq, 2
The problem we consider is to schedule links inlset \yhere ¢ is an arbitrary constant> 1/7 and K —

in such a way thatt) the demands on each link are satis- [l0g;,(P/BoN)] + 1. Note that:i) all links belong to
fied, andii) the length of the schedule is minimum. Note one of theC,s, since the minimum SNR value of links is
that, with respect to classical scheduling problems with Bo, and the maximum SNR value®yN;3 ii) the number

non-graded interference models (e.g., with the physical ot jin classes is @onstanti.e., it does not depend on
interference model [3, 9]\we do not impose any feasi- the numben of links to schedulé

bility constraint on the scheduleThis is because under Note that, under our working assumption of log-
the graded SINR model every transmission set is feasivyisiance radio propagation with path loss expoent2
ble. What changes is the data rate (equivalently, PRR): . '

. , R inks in thek-th SNR class have length
experienced on each link, which is dictated by the grade
SINR model, and can actually be 0 on some of the links. p i p L
Feasibility of the schedule is, in a sense, captured by conDy1 = (k) <L < (kl)
dition i), which states that demands on each link must be (1+€)BoN (1-+€)*BoN
satisfied. This implies that, if we define a unit of time as mitter/receiver separation. Hence, time unit can be interpreted
the time needed to send a unit of demand (packet) fromas themaximunover setL of the time needed to send a packet
transmitter to the intended receiver at Matg.,2, the total from transmitter to receiver.
3By fundamental laws of physics, the received signal power
2Note that this time in practice depends also on the trans-can be at most as large as the transmitted power.

=Dy.




Algorithm GradedSINR Dk((2h— 1) (14€)~Y/* — 1). Hence, the total interfer-

Input: A setL of n links with unit demand encel, experienced by; can be upper bounded by
Output: A scheduleS, ..., S under graded SINR model w 8h.p
1.t=1 I ) 3
2. LetC={Cy,...,Cyoq,, . (p/pn) =k} D€ link classes defined as in (2) ros hzl DR - ((2h— 1)pk(1-|-s)*1/0 — 1) 3)
3. for eachCy # 0, with 1 <k <k o
4.  Partition network deployment region into squares < @ Z h (4)
of width p - Dy - D¢ 1 _ —1/a\a
5.  4-colorthe quares such that no two adjacent squares k h=1 (2 (Zh 1)Hk(1 + 8) )
have the same color 8(1+e)P & h
6. forj=1..4 = (125607 > Zh_1)0 (5)
7. Select colojj MicPx 1=
8. repeat [
9 For each squark of color j, choose a linkj € C < 8(1+ 8) P Z h (6)
with receiver inA; LY = LXU{1;} - (1/2)%¢Dy (& (2h—h)e
0. t=t+1;§=Lk P
11.  setduration of sl to 1/f((1+€)k2Bq) = 8(1+ 8(2 Pu Z 1 )
12.  until all links of C in selected squares are scheduled (1/2)%7 Dy (&, ho-t
13.returr.1 S, S . 8(1—|—£)P a—1
Figure 2. The GradedSINRAIgorithm. < (8)

a0pY o —
When considering links in class<1 k < k, the deploy- (1/2)°Dic a2
ment region is divided into square cells of sid@®x1,  where (4) follows because— 1 > x/2 for x > 2 and in-

where constari is defined as follows: deed(2h— 1) (14-€)~Y/% is greater than 2 under the the-
641 1 1 1 orem assumptions, and (8) follows from a known bound
. 2( (1+€)"Bola— )) . on Riemann’s zeta function.
a-—2 The SINR for the receivar, can thus be bounded by
Cells in the same class are then 4-colored in such a P P
way that no two adjacent cells have the same color. Thengy R > OF > DY _
at Steps 6-12 links are greedily scheduled in successive -~ I+N~— 8(138[)1"& Lazl N
slots, with the property that only links with the same color (1/2)°KDy a2
whose receivers are in different cells are assigned to the D—Fik, (1+s)k713QN
same slot. . _ _ = 5 N~ (LreF TN =
At Step 11, the duration of slots whose links are in 8(1+e)k2pgDY + m +N
classk is set to ¥ f((1+ )k 2Bg), which, as shown in 1 N
the following, is sufficient to send a unit of demand along _ (A48 Bo _ 8-(1+¢) (1465 2Bo >
the scheduled links. In fact, cell dimensioning is such Lgshrl (1+¢€)+8 Q=
that, under the hypothesis fulfilled iyraded SINRhat 2
no two links with receivers in the same cell of coljoare > (1+8)“Bq, ©)

scheduled concurrently, the minimum SINR value at each h 9) foll . <1
scheduled receiver is at leddt+ £)2q. w e.re( ). 0 OYVS sinceé = 3. _

We now formally prove that the schedule computed by Since linkl; in classCy, for some 1< k < k, is sched-
GradedSINRsatisfies the traffic demands of all links in_ uled in a slot of duration Af((1+ €)% *Bg), and the

L. (normalized w.r.t. Wihay) data rate on link; is at least
THEOREM 1. Assume thatk < & < 63 and Bo > 1. T ((1+€)“?Bo) (recall thatf() is an increasing function
Then, the schedule computed by Algorithm GradedSINFf SINR), we have that at least one unit of demand can be
satisfies the traffic demands of all links in L. transmitted on link; in the scheduled slot, and the theo-

PROOF. Let us consider a slot containing links in class rem follows. O

Cx, for some 1< k < k. We now upper bound the in- DEFINITION 1. Given a set L of links to schedule, the
terference experienced by a receivein a certain cell  SNR densityfor link class G, with 1 <k <k, is the max-
C in the partitioning obtained for clagg,. Once we imal number of receivers in a cell of clasg,@nd is de-
focus on a receiver; in specific cellC, the cells con-  notedAy. . .

taining receivers of the interfering links can be arranged DEFINITION 2. Given a set L of links to schedule, the
in circumcentric square frames aroug! The inner ~ Normalized SNR densitfor L, denoted¥(L), is defined
frame contains 3— 1? = 8 cells, the second frame con- &S

tains % — 32 = 16 cells, and in general theth frame Dy

will contain (2h+1)2 — (2h—1)2 = 8- h cells. The W)= ma><1<k<E{f((1H)kzm} :

generic receiver contained in theth frame will be at ?

least(2h — 1)ukDy 1 apart fromr;. Considering that in We now prove an upper bound on the length of the

classk all links have a length smaller th, the mini-  Schedule computed by Algorith@radedSINR _
mum distance betweenand asenderelative to frame¢n ~ THEOREM 2. The schedule computed by Algorithm
is (2h— 1) Dy 1 — Dk = (2h— 1) Dy / (14-£) Y% — Dy = GradedSINR has (L)) length.



ProOOF Links in clas<C, for 1 < k < k, whose receivers
are in a cell of color, sayj, are scheduled in parallel
if they are in different cells; hence, the number of slots
needed to accommodate all links in cl&sis the num-
ber of colors (four) times the number of receivers in the
maximally occupied cell, i.eQx. Since slot duration for
links in classkis 1/ f ((1+¢€)<~2Bq), total schedule length

is upper bounded by _, 4- f((1+sA)k*2psQ) <4.K-WL)e

O(¥(L)) sincek is a constant. O

We are now ready to prove the approximation bound
for Algorithm GradedSINR
THEOREM 3. Algorithm GradedSINR computes a
schedule whose length is within a factor(X) from
optimal.
PROOF. Let us consider a link clasS; for which the
normalized SNR densitW(L) is achieved, and ldt; =
Il,...,IAE be links in clasC; whose receivers are in a
maximally occupied cell. Call this cell theritical cell.
We lower bound the time needed to schedule linkkgin
only. Clearly, since the optimal schedule must accom-

modate a possibly larger set of links, the computed lower

bound applies also to the optimal schedule for linklset

We start by proving an upper bound on the number of fea-

sible transmissions with receivers belonging to the criti-
cal cell, under the assumption that the feasible rate on th
links is at leastf (B), for some 0< Bo < B < (1+¢)*Bo.
Note thaf3 must be greater thedy in order to have a non-

zero data rate on the link, and that the maximum data rate

of links in classCy is < (1+€)*Bq. In particular, we
prove that no more than

a (1+5)RB9 -B
B(1+&)Bo

such transmissions can occur in parallel. The valug gf
is obtained by solving the following inequality

Op = (1+8)Y%+v2)

P ~
(Bggn)® _ (l+€)kBQN <B
N+x ——P (1+8)BoN
VgDt N+X e ey
(10)

which, after straightforward algebraic manipulation,
leads to

B(1+¢€)kBq
from which the above value q@ is obtained. Inequality

X< ((14+8)Y9+v2u)

a2w N =

0 5,5, 5,5, S S, S,55, time
Figure 3. Example of possible link schedule under the
graded SINR model. The data rate on, e.g., linky

is different in slot $,$,%,5;,%,S7, S in which it is
activated,

f((1+¢)*Bq), since all the links in the critical cell be-
longs to clas€. Since vaIueqRB are adecreasindgunc-
tion of 3, we have that the maximum demand that can

be satisfied in a unit of time in the optimal schedule is
- f((1+¢)Bo). Since the total demand of links in

the critical cell isA;, we have that the length of the opti-
mal schedule is at least

Ay
g F((1+€) Bq)

We now have that the ratio between the schedule
length of the optimal solution and that of the schedule

! )
(B %g f((1+¢)Bo) B
-° (AE' f(@reag )~ O

since functionf (x) has values in the interva&0, 1] when
x > Bo, and(1+€)k2Bqg > Bo. This concludes the proof
of the theorem. [J

Note the importance of the result stated in Theorem
3: under the graded SINR model, different transmission
sets can be active at different times, possibly using flex-
ible slots of very different time duration (see Figure 3).
Hence, finding the optimal schedule in such a large set of
possible solutions appears to be a very difficult task (al-
though not yet formally proved to be NP-hard). Theorem
3 states that by imposing a strict structure on the schedule
(all links of the same SNR class are scheduled in con-
tiguous slots of fixed duration), we can still obtain a solu-
tion which is close to optimal (in asymptotic sense). This
is especially important since, while general schedules al-

6

&omputed byGradedSINRs

W(L)- gz f((1+8) Bg)
JAY

k

(10) comes from assuming the largest possible receivedowed under the graded SINR model as the one depicted
power at the numerator, and the minimum possible con-in Figure 3 can be difficult to realize in a practical setting
tribution to interference from links whose receiver end is (due to, e.g., required PHY layer parameter tuning while
in the critical cell. a packet is in the air), the well structured schedule com-
Let us consider the schedule computed by the optimalputed byGradedSINRcan be implemented more easily
algorithm, and lex > 0 be the minimum data rate of a in a practical setting.

link in the optimal solution. Defin@ as the SINR value 4 Simulation-based evaluation

corresponding to data rateaccording to functionf (), In this section we extensively evaluate the perfor-
i.e., f(B) = x. Given the previous result, we have that at mance of scheduling algorithms based on the graded
mosta g links, each with rate> x, can be scheduled in  SINR model through simulation. The main goals of the
parallel. The data rate on each of these links is at mosevaluation are: (1) to identify the throughput maximizing



configuration of the link quality thresholBg under dif- The metric used to build the shortest path trees is hop-
ferent node density and topology/radio propagation sce-count. Although very simple, this metric is used by most
narios, and (2) to quantify the potential throughput ad- of the current routing algorithms for wireless multi-hop
vantages of using the graded SINR model compared to aetworks (e.g., DSR [12] and AODV [18]). Furthermore,
strict threshold-based SINR model. In view of (1), the in- when coupled with a link quality criterion, using minimal
teraction between scheduling and routing has to be conhop routes tends to reduce the total demand on the links,
sidered: in fact, as the link quality threshold is varied, while only marginally sacrificing link throughput (if the
different sets of links are made available to the routing link quality threshold is relatively high). For this reason,
protocol and possibly used to route messages to the deswe believe shortest path routing based on hop-count is a
tinations. Hence, what specific routing protocol is used isreasonable heuristic to achieve a relatively high network
an important choice that eventually determines the trafficthroughput.

load experienced on the available links. When using the graded SINR model, functib() dic-

In general, maximum throughput can be obtained onlytating the SINR (indB) vs. link data rate relationship is
by jointly optimizing routing and scheduling, possibly defined as followsf(x) =0if x< Bo=10dB, f(x) = 1if
exploiting multi-path routes (see, e.g., [2, 6]). How- x> 1 =25dB, andf() linearly varies between these two
ever, joint routing and scheduling optimization under the values forfy < x < 3;. This setting is coherent with the
graded SINR model is an open problem that is beyond theSINR vs. PRR measurements for WLAN environments
scope of this paper. Here, we are concerned with optimiz-reported in [16], as well as with Shannon’s capacity for-
ing the scheduling step after a certain routing algorithmmula for intermediate SINR values We recall that the
has been executed, and link demands generated. Hencdata rates returned by functidi{) are normalized with
in our simulations, we will consider a simple (yet signif- respect to the maximum nominal bit rate of the link, set
icant) routing algorithm coupled with a traffic generation to 55Mbsin our experiments.
method tailored to a wireless mesh network scenario, andt.2  Simulated scheduling algorithms
use these two components to generate the link traffic de- In addition to AlgorithmGradedSINRwe have also
mands given as input to the various scheduling algorithmsmplemented Algorithm-GradedSINRwhich is an op-
considered. timized version ofGradedSINRas well as a greedy al-

. . gorithm calledGreedyGradedWe do not give details of
4.1 S,lmweftlon Se“,lp ) ) GradedSINRlue to length limitationsGreedyGradeds

The simulation setup is tailored to a wireless mesh net-ingpired by the algorithm used in [16] to evaiuate through-
work scenario. Asetainodes is deployedinasquarere- ¢ in the WLAN experimental testbed. More specifi-
gion of sideL.. Two deployment methods are considered: ¢\ GreedyGradedrders links randomly, and consid-
grid-like, and uniform random. After node deployment, ¢rs’them sequentially. When a specific linkas to be
thenn link matrix M is generated, where entrg ; of  scpeduled, the currently formed slots are scanned, and,
the matrix represents the channel gain between transmitsq, aach of them, the duration of the slot if linkwere
ter nodei and receiver no'd.ej:. Channel gains are COM- {4 he added is computed. Similarly kGradedSINRthe
puted based on node positions, and on the radio propagasyration of a slot is set to the minimum value needed to
tion model. Radio signal propagation obeys log-normal yransmit a packet along all active links and, hence, is de-
shadowing, with path loss exponemt for SOmed > 2, termined by the SINR value of the weakest active link.
and variance.” After the channel matrix is generated, Note then that the duration of the slotlifwere to be
a fixed fraction of the nodes (0.1) is selected as gateway,gded is in general longer than that of the original slot,
nodes, according to a uniform random distribution. For gjce adding to the slot would degrade SINR values
each non-gateway node, a traffic demand is generated byang, consequently, data rates) at the receiver nodes. Let
randomly and uniformly choosing an integer in the inter- S(1) be the currently formed slot such that addirtg the
val[1,5]. The generated traffic is directed to gateways, ac-g|ot increases slot duration of the minimal amount of time
cording to the following routing scheme. First, avail- T(l). The value ofT (1) is compared with 1f (SNRI)),
able link matrix AMis obtained fromM by retaining en- o "the duration of a slot in which only linkis active.
triesmy j such that the SNR value at the receiver npie | T(l) < 1/f(SNRI)), then linkl is added to slo§(),
atleasq, wherefq is the desired link quality threshold.  giherwise a new slot is formed at the end of the schedule
The other entries in matrikM are setto 0, in orderto pre- yith only link | active. This process is repeated until all
vent the routing algorithm from using the corresponding |inks have been scheduled.
links. Using matrixAM, the routing algorithm then builds In order to understand the relative benefits of the

shortest path trees rooted at the gateway nodes to set UWkaded SINR model vs. the commonly used, thresh-
the routing paths. In case of ties, the gateway to which ay|ged version of the model, we have also implemented
specific node sends its traffic is selected uniformly at ran-y,o GreedyPhysicahlgorithm of [3], which is a simple

dom. The link demands, which constitute the input to thegreedy algorithm that schedules a link in the first available

scheduling algorithms, are then computed based on thgoy(s), subject to the condition that the resulting transmis-
node traffic demands and the chosen shortest path trees.

5We recall that a logarithmic SINR vs. data rate relationship
4We have repeated the simulations with log-distance pathin the linear scale as in equation (1) is equivalent to a linear
loss propagation, obtaining similar results. relationship indB scale.
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Figure 4. Schedule length improvement for increasing link quality threshold in the dense (left) and sparse (right)
grid-like deployment scenario.
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Figure 5. Schedule length improvement for increasing link quality threshold in the dense (left) and sparse (right)
random deployment scenario.
sion set is feasible under the thresholded SINR modelmodel, and hence invariant to changes in the link quality
We recall that relative benefits of graded vs. thresh-thresholdBq. We have generated 1000 different deploy-
olded SINR model have been recently quantified in aboutments for both the dense and the sparse scenarios, and
30% throughput improvements in an experimental testbecconsidered link quality thresholds corresponding to link
[15], although these improvements refer to a different butdata rates ranging from 50% to 100% of the maximum
related scheduling problem (single slot scheduling, alsonominal rate. Simulation results are shown in Figure 4.
referred to as one-shot scheduling). We have also considered a random node deployment
: : scenario, in which nodes are distributed uniformly at ran-
4'? Sf.quu'attlofn reS:JIttS distributet— 100 dom in a certain square region. Similarly to the case of
e e o gt e o S ST S0 e o
\(/avroer?(' cgzg?é?rfeﬁﬁtl\éﬂzs?ggﬁgga{]hdatr%alﬁl\\(lﬁg;zFg;Srzrrrﬁt- (4500m) values, to mimic relatively dense and relatively
ters are set as follows: path loss exponent 3, trans- sparse deployments. In case of sparse deployments, we
it power 100MW(20dB). and noise power—9,0dBm check that each non-gateway node has a path composed
vrC(la Eave a resulting nomi’nal transmission range (in ab-Of only 100% quality links to at Ieast. one gateway node,
t shadowing and interference) of aboutnG8o so that demands can be fully satisfied under th(_e thre_sh-
Eﬁgﬁ ?he maximum data rate of @bs (which, we re- olded SINR model. Any deployments not meeting this
' criterion are discarded. The results of this second set of

call, requires a SINR> 25dB). Hence, we set the grid i\ iations. al ver ver 1 xperimen re re-
step in the dense deployment to b@nd to 50@nin the Sortl:egtir? Fsi’éﬁr?aOS? eraged over 1000 experiments, are re

sparse deployment. In both cases, internode separation f% The plots reported in Figures 4 and 5 report the

randomly perturbed by up to 10% to avoid artificial dis- 5araqe throughput length improvement of the various
Z:jeélzatmn effects. The shadowing parametes set to scheduling algorithms, which is normalized with respect
' to the schedule length of the sequential schedule when
In both deployments, 10 nodes are randomly choser,ny 1009 quality links are used. As seen from the fig-
as gateways, and node traffic, routing, and link demandg,es; the trends for the grid-like and random scenarios
generation is performed as described in the previous secsre similar. In all casesGreedyGradedwas by far the
tions. The schedule lengths Comp“ted.‘b'ﬁd?dS'NR best scheduling algorithm, achieving as high as a near
I-GradedSINRandGreedyGradedor a given link qual- - {hreefold throughput improvement with respect to the
ity thresholdBq are returned as the simulation reSult sequential schedule The other scheduling algorithms

The simulator returns also the schedule computed b¥q, the graded model. for which. we recall. we have
GreedyPhysicalwhich is based on the thresholded SINR g ' ' '

7In the rest of this section, throughput improvements are al-
6parametet in algorithmsGraded SINRandI-GradedSINR ~ ways considered to be with respect to the sequential schedule
is setto J2. using only 100% quality links.
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Figure 6. Total link traffic demand in the grid-like (left) and random (right) deployment scenario.

provable performance guarantees with respect to optimalto the fact that the routing algorithm is oblivious to link
achieve only marginal throughput improvements (below quality when building the shortest path tree; hence, if rel-
1.4), withl-GradedSINRconsistently performing slightly — atively weak links are included in the tree, the average slot
better tharGradedSINR Note that, due to the large size duration is increased (lower link rates) which, coupled
of the cell partitioning used iradedSINRthe sched-  with the unchanged total demand, results in an overall
ule computed by this algorithm always coincided with throughput degradation. On the other hand, in sparse net-
the sequential schedule; i.e., due to the very conservawork deployments total traffic demand considerably in-
tive choice of the cell size driven by worst-case consid- creases as the link quality threshold increases, indicating
erations,GradedSINRvas unable to achieve any spatial the short paths to the gateways can be found only if rela-
reuse. This lack of spatial reuse, coupled with possibletively weak links are used. Although usage of weak links
usage of lower quality links (hence, longer slots) when tends to increase average slot duration, the lower total de-
the lower bound on link quality is below 100%, and with mand compensates this increase with a reduction in the
the fact that the total demand does not depend on the linkotal number of slots, resulting in an overall throughput
quality threshold in dense deployments (see Figure 6), exincrease. However, if very weak links:(75%) are used,
plains the relative throughpdegradationwith respectto  the reduction in total traffic demand is no longer sufficient
the sequential schedule with 100% quality links experi- to compensate for the increased average slot duration, re-
enced byGradedSINRn dense deployments when using sulting in an overall throughout degradation.
weak links is allowed. Finally, we comment on the relative throughput bene-

When comparing the dense and sparse scenarios, Wiits of using the graded vs. thresholded SINR interference
observe higher throughput improvements in the sparsenodel: with similar greedy approaches to schedule links,
scenario: close to three-fold improvements are achievedve observe a throughput improvemenGreedyGraded
in the sparse deployments, compared to no more than 1.5ver GreedyPhysicalof about 18% for dense deploy-
fold improvements in the dense setting. This difference isments, and about 50% for sparse deployments. This is
due to the additional opportunities for spatial reuse in atrue, even though we are using a routing algorithm that
larger, i.e. sparser, network deployment. is oblivious to link quality (except in a relatively crude

Concerning the impact of link quality threshold on way, through use of the link quality threshold). Hence,
schedule length, we observe a clear effect of node denwe expect even larger throughput improvements can be
sity for the more aggressive scheduling algorithm, namelyattained when using a link-quality-aware routing algo-
GreedyGraded when the network is dense, the sched- rithm. Study of this aspect is left for future work. Nev-
ule length tends to increase as the lower bound on linkertheless, throughput improvements of up to 50%, even
quality decreases, implying that allowing use of relatively with the simple routing algorithm used herein, show that
weak links is detrimental for network throughput. To very substantial benefits can be achieved through use of
the contrary, in sparse network deployments, using rel-the graded SINR model.
atively weak links can improve throughput: about 10% . .
(5%) further improvements are observed when the link® EXperimental evaluation
quality threshold is reduced from 100% to 80% (85%) The main purpose of the experimental evaluation is
in the grid-like (random) case. In both cases, further re-to study how the choice of link quality threshold affects
ducing the link quality threshold has negative effects onthroughput in a real network. We use TelosB motes [17]
throughput. that are equipped with CC2420 radio [5]. The radio is

The radically different behavior in case of dense or compliant with the IEEE 802.15.4 [11] PHY layer stan-
sparse networks can be explained by the data reported idard in the 2.4 GHz ISM band and operates at a fixed
Figure 6, which shows the total traffic demand as a func-nominal bit rate of 250 Kbits/s. We have implemented
tion of the link quality threshold. In case of dense de- a simple TDMA protocol in TinyOS-2.0 [22] in which
ployments, the total demand does not depend on the linknotes transmit at designated time instants without per-
quality threshold, indicating that, even for the most strin- forming carrier sensing or backoff as in the default MAC
gent link quality requirement, relatively short paths to the implementation in TinyOS.
gateways are available. The throughput degradation that The data rate is fixed due to the choice of hardware.
is observed in case of lower link quality thresholds is due For simplicity, we also fix the transmission power to



—32.5 dBm uniformly on all nodes. Hence, in this sec- 16
tion we use the PRR interpretation of the graded SINR

interference model. Furthermore, we focus our attention
on the simpler and more practical (as well as best per- 12
forming on the average) greedy approach for transmission 1
scheduling. o5

The setup of the experimental testbed is similar to ‘
the one used in simulations. More specifically, we de- 06
ploy n = 20 nodes, placed randomly on a 10 foot by 3 04
foot tabletop in an office environment. Through exten-

1 2 3 4 5 6 7

Packets per slot

sive measurements we derive the input parameters to the
“routing/scheduling” module, which are the following: 1) 0
the n x n channel gain matriG, reporting the channel Link Threshold (dB)
gain between each possible node pair; 2)rihel noise  Figure 7. Normalized aggregate throughput at the
vector NV, reporting the noise level at each node; and gateway nodes as a function of the link quality thresh-
3) the PRR vs. SINR functiori(). The measurement old.
methodology used to collect 1)-3) is similar to the one  \hen linkl is considered, the algorithm sequentially
used in [15]. The PRR vs SINR function we obtained is scans all currently built slots. For each s®tthe algo-
similar to the one presented in [15]. The function has arjthm first checks whether addirido the slot would keep
graded region from -3 to +5 dB. Beyond a SINR of 5 dB, it “feasible” (this is a soft notion of feasibility, described
links always have PRR close to 100%. _ below); if the slot remain “feasible”, the algorithm com-
The input parameters are fed to a centralized node (gutes a “fitness” measure, namely the difference between
PC) which runs the “routing/scheduling” module as fol- the increase in expected throughput due to adding the new
lows. Similarly to the simulation-based evaluation, two |ink, and the throughput decreases on the already sched-
of the nodes are randomly selected as gateways. Nongled links. The throughput of a sIStis the sum of alfp; s
gateway nodes are assigned an integer demand chosen@jues on the scheduled links. If the “fitness” of the slot
random in the intervall, 5|. Then, given the link quality s positive (i.e., we have a throughput increase by adding
thresholdSNR, and matrixCG, the set of available links | to the slot), then the slot is a candidate slot for link

is determined, and shortest path trees routed at the gatexfter scanning all currently available slots, the algorithm
way nodes are built. Given node demands and the set 04dds| to the slotS with best positive fitnesgit(S). If
routes, link demands are computed, which are fed to thefit(S) < 0, a new slot is created at the end of the sched-
scheduling algorithm. _ ~ule, and linkl only is put in the new slot.

Given the PRR interpretation of the graded SINR in-  once linkl has been included in a slot, link demands
terference model, a re-design of the link scheduling al- 5. updated as follows.
gorithm is needed. In particular, variable slot duration ~ <4 Link I is added to an existing sl& the demand

is no longer nee_ded, since link data rate is fixed and ¢ | is decreased o s; furthermore, the demands of all
the same for all links. However, a packet scheduled forlinks in S\ {L} is increasedof (p —ps). Thisis
transmission along link in slot S under the PRR in- . LS(LE = FLS)-

P . . i . to possibly account for PRR degradation of linksSk
terpretation is received only with probability.s, with {L} due to addind to the slot. Note that if the demand
i?]ésIngSSZPZEkRé%t%a%\,svmgsr?fn??hs ;Ss}heecﬁiEF;Ig? é':rl]{ thenOn Some of these links were 0 (link already successfully

P scheduled), a new instance of the link with the remaining

tc)gs!gt;?rrgg?giﬁtgsIE;Z]ZE:LIJQSIIZ Yg'%ggggﬁ{%gﬁe%}fuc' demand has to be included again in the list of links to be
) ' Pcheduled.

the LLN we have that the expected number of successfu ) . ) .
transmissions along linkin slotSconverges th- p sas ~ Casé Link | is added to anew si@: the demand of is

N grows larger. Hence, the expected long-term effectivedecreased gb s = PRRI), since only link is scheduled
data rate on link in slotSis p s. Based on this obser- N _ o _ _
vation, the greedy scheduling algorithm described below ~ The soft notion of “feasibility” used in the algorithm
considers that an amount of demand equal t9is satis- is an optimization aimed at ensuring that the demand on
fied when linkl is scheduled for transmission in st a link is decreased of a significant amount when sched-
The scheduling algorithm is as follows. The approachuled in a slot. In particular, we define a set of trans-
is again greedy: links are initially ordered, and are pro- missionds, ..., Iy to befeasibleif p, 4, 3 > PRR, for
cessed sequentially. The algorithm keeps extracting ele€achi, wherePRR, < PRR, is a PRR quality threshold
ments from the list of links to be scheduled, till the de- (€.9., 0.5). Note that this threshold is different (and lower)
mand on all links is satisfied. The main difference with than the quality threshold used to define which links are
GreedyGradeds that a single link might be considered “good” and usable by a routing algorithm. In fact, the lat-

repeated|y when bu||d|ng the schedule (See be|ow)_ tel’.threShij refers to the link quallty based on the SNR,
while the formed on the link quality based on the (lower)

8This holds true only under the assumption that the radio SINR value when all scheduled links are simultaneously
environment is relatively stable. transmitting.




5.1 Experimental Results at the gateway nodes is not only increased, but also pro-
Different schedules are obtained by choosing differentportional to actual node demands is needed. Such an as-
link quality thresholds. Once the schedule is computed,sessment would make our proposed scheduling approach
it is fetched to the testbed nodes, which repeatedly exea promising candidate as a building block for provid-
cute the schedule and transmit packets. Each schedule i8g strong QoS guarantees in a wireless multi-hop net-
repeated 100 times. The outcome of an experiment is thavork. Finally, implementing the proposed scheduling
aggregate throughput measured at the two gateway nodetechniques with a high data rate technology (e.g., WiFi)

Note that, sometimes links can be over-scheduled. Thids another challenge to be undertaken.
means that the sum of PRRs of a link scheduled in dif-7 References

ferent slots might exceed the weight on that link. Thus, [1
as a result, the number of packets successfully received at [2]
the gateways might exceed the number of packeted-

uledto be received. We do not consider these extraneous [3
packets in our calculation of the throughput.

We present the results of our testbed experiments in
Figure 7. The X-axis enumerates the various schedules 4
generated with different link quality thresholds. The link
quality thresholds are varied from SNR values of 1 dB to
upto 7 dB. On Y-axis we plot the throughput in terms of {6]
packets successfully received at the gateways normalized
with the schedule length, or as packets per slot. As can
be seen, using a lower link quality threshold — even in the
transition region — results in improving the throughput.
Infact, 70% better throughput is obtained by using weak
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links (a link quality threshold of 1 dB) compared to very [8]
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rithm works quite well in a reameshnetwork scenario, [12]
where packets are routed towards gateways, giving high
end-to-end throughput even with relatively weak links.

6 Conclusions and future work

We believe this paper delivers several contributions, 14
]

and opens numerous avenues for further research. Froﬂ
the methodological point of view, the paper encompasses
all stages of the “from ideas to testbed implementation” [15]
process: 1) starting from the formalization of a new inter-
ference model and related problem definition; 2) contin-
uing with presentation of algorithms with proven approx- [16]
imation bounds for the problem considered; then 3) eval-
uating performance through simulation, as well as pre-
senting a more practical variation of the scheduling algo- [17]
rithm; and finally 4) implementing the practical version
of the scheduling algorithm in an experimental testbed,
and evaluating its performance in a practical setting.

Several questions are left open by this paper, which [19]
can be considered only as a starting point towards a bet-[zo]
ter understanding of the possible benefits of allowing use
of “imperfect” links on the resulting network throughput.
In particular, the problem of routing and scheduling for [21]
throughput optimization under the graded SINR model
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ing of the impact of node density on routing/scheduling [23]
performance is needed. From the experimental view-
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