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ABSTRACT
We study the problem of building and maintaining a net-
work topology with certain desirable features in a wireless
multi-hop network where nodes behave as selfish agents. We
first provide examples showing that existing topology control
approaches are not resilient to strategic node behavior, indi-
cating the need to consider possible selfish node behavior at
the design stage. To this end, we propose a general frame-
work that can be used as a guideline in the design of incen-
tive compatible topology control protocols. As an example of
how to apply our framework to specific topology control pro-
tocols, we present an incentive compatible distributed algo-
rithm for building the minimum spanning tree (MST), which
is a very well-known topology control approach. We test the
economic validity of our protocol through simulation of wire-
less networks under various advanced signal loss models on
the physical layer. To the best of our knowledge, this is the
first incentive compatible realization of topology control pre-
sented in the literature.

1. INTRODUCTION
Topology formation and maintenance are key tasks for any

wireless multi-hop network. In fact, nodes in a wireless multi-
hop network typically have the capability of adjusting their
transmit power below a maximum value. Since decreasing
the transmit power has the positive effect of reducing the in-
terference level in the network and the power consumption
at the node, but an excessive reduction of the node transmit
power levels could lead to network disconnection, the goal
of the topology formation task is to appropriately set the
node transmit power levels in such a way that the result-
ing network topology has the desired features while reducing
the interference level and the node power consumption as
much as possible. In addition, as nodes can move and dy-
namically join/leave the network, the task of topology main-
tenance comes into play, with the goal of reconfiguring the
node transmit power levels so that to maintain the desired
network topology.

Several protocols for distributed topology formation and
maintenance in wireless multi-hop networks, called topology
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control protocols, have been recently introduced in the litera-
ture. Formally, the topology control task (TC for short) can
be described as follows. We are given a communication graph
G = (N, E), where N is the set of network nodes and E is the
set of all possible links in the network, i.e. the set of all wire-
less links (u, v) that are sustainable when node u transmits
at maximum power and the other network nodes (including
node v) are silent. For this reason, G is also called the max-
power graph. The topology control task consists of selecting
a subset of the edges in E such that the selected link set sat-
isfies a number of desirable properties such as connectivity,
sparseness, planarity, etc. To account for node mobility and
dynamic joining/leaving of network nodes, it is typically as-
sumed that the topology control task is executed periodically,
or on demand when excessive link failures occur that point
to topology changes. Once the desired network topology has
been determined, it is assumed that packets are sent through
the network along the selected subset of links only.

Although a great variety of topology control concepts and
protocols have been proposed in the literature (see, e.g., [5, 6,
19, 23, 25, 27]), all of them are based on the assumption that
individual network nodes act in an altruistic, non-selfish way
for the common good of having a well-functioning network.
Unfortunately, this assumption does not hold in all applica-
tion scenarios in which nodes are owned by different, inde-
pendent, profit-maximizing entities, such as an ad hoc phone
user, certain types of wireless mesh networks, and so on. As
it will be discussed in detail in Section 2, selfish node behav-
ior has a disruptive effect on topology control protocols, since
the individual goals of a network node often conflict with the
goals of the network designer. As a consequence of this, cur-
rent approaches to the topology control problem are doomed
to perform poorly in a non-cooperative wireless multi-hop
network, unless adequate countermeasures are taken.

We believe solving the problem of stimulating cooperation
in the task of building and maintaining the network topol-
ogy is fundamental to a successful realization of the wireless
multi-hop paradigm in a non-cooperative environment as this
task is a necessary building block on which protocols at higher
and lower layers rely. In other words, it is quite unrealistic to
assume (as, for instance, has been done in [12]) that network
nodes act selfishly in performing the routing task, while they
are willing to cooperate in the task of topology control.

In this paper, we introduce a framework to stimulate self-
ish network nodes to cooperate in the formation and main-
tenance of the network topology. Our framework is based on
game-theoretic concepts from mechanism design, and it can
be used as a guideline in the design of incentive compatible
topology control protocols for wireless multi-hop networks.
As an example of application of our framework, we present
an incentive compatible implementation of a popular topol-
ogy control approach, and we formally prove that it is in the
best interest of the network nodes to behave according to the
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Figure 1: Disruptive effect of selfish node behavior in constructing the MST. Edges are labeled with their
weight, which is proportional to the link length. Links in the constructed topology are in bold.

specifications of our proposed incentive compatible topology
control protocol. An incentive compatible realization of an-
other popular topology control approach (the k-closest neigh-
bors graph) is presented in the full version of the paper [13].
Related Work. While the problem of stimulating coopera-
tion in wireless networks has been addressed at various levels
of the network architecture (e.g., at the MAC [8, 21, 26], rout-
ing [2, 7, 12, 28, 34, 33], and application layer [4, 14]), the
problem of building and maintaining the network topology
in a non-cooperative wireless multi-hop network has received
comparatively little attention.

A few papers have studied Nash equilibria in topology
control-type games.1 The network model presented in [11] is
similar to our network model. However, the analysis reported
in [11] is based on a centralized approach to the topology con-
trol problem, and does not give any clue on how nodes could
be motivated to cooperate in the construction of a certain de-
sired network topology. The network creation game defined
and analyzed with respect to Nash equilibria in [15, 1] can be
viewed as a topology formation game in spirit similar to our
approach. The network creation game does not aim at build-
ing a specific topology (such as an MST), but rather aims
at optimizing a social choice function. Our method of choice
is mechanism design and not only Nash equilbrium analysis,
which can be viewed as complementary approaches. A sec-
ond network creation game and a corresponding mechanism
is defined in [29] with a focus on agents joining and leaving
the network; again, the focus is not on building a specific
topology, but rather optimize a social choice function.

A series of papers [16, 31] have analyzed the problem of
sharing the cost of multi-cast trees. This problem is certainly
related to the concrete implementation of our framework for
MST. The multi-cast nature changes the game considerably,
however.

A last related branch of research has focused on studying
cooperation issues in the power control problem arising in cel-
lular networks, which consists in varying the transmit power
level at the base station and/or at the mobile phone so that
to optimize the link quality [20, 30]. The focus in power con-
trol is different than in the case of topology control: namely,
optimizing a single transmission between a mobile user and
the base station, instead of forming and maintaining a com-

1Quite informally, a set S = {S1, . . . , Sn} of strategies for
nodes u1, . . . , un is a Nash Equilibrium if no node ui has an
incentive to deviate from its strategy Si, provided the other
nodes do not change their strategy.

munication graph with certain desired features.

2. THE CASE FOR INCENTIVE COMPATI-
BLE TC

In this section, we present examples of the disruptive ef-
fect of selfish node behavior on some of the topology control
protocols introduced in the literature. Before presenting the
examples, we have to define a model of selfish node in a multi-
hop wireless network.

A selfish node aims at increasing the benefit it gets from
executing the protocol, while reducing as much as possible
the incurred costs in the constructed topology. In the context
of topology control, it is reasonable to assume that a node
maximizes its benefit when it is connected to as many other
nodes as possible (i.e., when the network is connected), and
that a node incurs a cost which is proportional to the number
and/or power cost of the links incident into it in the selected
network topology. A formal definition of utility of a node in
the context of topology control is deferred to the next section.

Network connectivity is a global property which cannot
be verified locally, so a node u might not be able to check
whether a certain power level setting at u results in a globally
connected topology. To account for this, we consider two
different models of selfish node: i) the global model, in which a
node u somehow knows whether a certain power level setting
at u results in a globally connected topology, and (ii) the local
model, in which a node u can only verify local properties of
the generated network topology (e.g. number and positions
of neighbors in the constructed topology). The global model,
although possibly unrealistic in many application scenarios,
deserves to be investigated since the selfish node is assumed
to be ‘more powerful’ than in the local model. In other words,
if a certain topology control protocol is shown to be resilient
to selfish node behavior in the global model, it retains the
same property in the weaker local model.

Let us now turn our attention to some of the topology con-
trol approaches introduced in the literature. One of the most
studied approaches to the topology control problem is based
on the computation of the MST on the maxpower graph,
where links are assigned weights according to some criteria
(e.g., link length, power cost, expected interference on the
link, and so on). The interest in the MST is motivated by
the fact that it is the topology of least total cost that main-
tains the network connected. Example of protocols based on
this concept can be found in [6, 19, 23, 25].



Consider the situation depicted in Figure 1-a), which repre-
sents the MST computed on a certain maxpower graph under
the assumption that all the nodes act unselfishly. In this situ-
ation, the goal (which is altruistically pursued by all network
nodes) is to build a connected topology of minimum cost.
Note that this globally optimal solution might be suboptimal
from a certain node’s point of view. For instance, consider
node u in Figure 1-a). The cost incurred by u in the MST is
4.8, which equals the cost of the MST edges incident into u.
However, if the goal of node u were to maximize its utility,
the topology represented in Figure 1-b) would be the optimal
choice. In fact, with this network topology node u would still
be connected to all the other network nodes (i.e., its benefit
would be maximized), but the incurred cost would be mini-
mized (1.3, instead of 4.8).2 Note that the topology of Figure
1-b) is suboptimal under a network-wide perspective, since its
total cost is 9.3 instead of 8.1.

Thus, we are in a situation in which the designer goal
(building a connected topology of minimum cost) is in con-
trast with the selfish goal of a network node (building a topol-
ogy which maximizes its own utility). The consequence of
selfish node behavior on MST-based topology control is dis-
ruptive: a selfish node has no interest in cooperating in the
MST construction, while it is instead motivated to build a dif-
ferent, suboptimal network topology. The situation is even
worse if several nodes act selfishly, since in this case the con-
structed network topology in general can be very different
from the optimal topology, and it might even not satisfy fun-
damental properties such as connectivity.

Examples similar to the ones reported above can be easily
found for virtually all of the topology control approaches pro-
posed in the literature. This holds true also for local schemes
such as KNeigh [5]3, and cone-based TC (CBTC) [27]. Thus,
selfish node behavior must accounted for at the design stage
of a topology control approach. In the following, we propose
a framework for designing TC protocols resilient to selfish
node behavior.

3. A GENERAL FRAMEWORK FOR INCEN-
TIVE COMPATIBLE TC

Before introducing our framework, we need to model the
topology control task as a game. We recall that the topol-
ogy control task can be concisely defined as follows. We are
given the maxpower graph G = (N, E), where N is the set of
network nodes and E is the set of all possible wireless links
that can be sustained in the network. Each link e = (u, v)
in the maxpower graph is assigned a weight we, which is de-
fined according to some criteria (e.g., link length, link power
cost, expected interference on the link, and so on). The goal
of TC is to select a subset E′ of the edge set, such that the
induced communication graph satisfies some desirable prop-
erties (e.g., connectivity, sparseness, low interference level,
and so on), while the cost of E′ is reduced as much as possi-
ble. The cost of E′ can be defined as the sum of the weights
of the edges in E′, or as the maximum of the weights of the
edges in E′, or in other ways.

In the remainder of this paper we make the following as-
sumptions:

A1. the edge weight is defined as follows:

we = ne · Puv , (1)

2Here, we are implicitly assuming the global selfish node
model, according to which a node u can somehow verify that
the topology represented in Figure 1-b) is connected.
3A specific example based on this TC protocol is presented
in the full version of the paper [13].

where Puv represents the minimum transmit power needed
to sustain the link e = (u, v) with the desired proper-
ties (e.g., at most a given BER at a certain data rate),
and ne denotes the number of packets that will be sent
across link e until the next topology control protocol
execution.

A2. the cost function on the selected edge set E′ is defined
as the sum of the weights of the edges in E′. Formally,

c(E′) =
X
e∈E′

we .

We remark that assumption A1. above is made for the sake
of presentation only, and that the framework proposed in this
paper remains valid for arbitrarily defined edge weights.

Parameter ne in (1) depends on the set of sessions which
take place in the time interval between two successive exe-
cutions of the topology control protocol, and on how these
sessions are routed through the network. Unless accurate in-
formation about the expected data traffic and the routing al-
gorithm are known, it is difficult to predict the value of ne for
each link in the network. For this reason, in the following we
assume all ne’s in the graph to be equal, and, consequently,
we remove ne from the definition of edge weight. Again, we
remark that this assumption is made for the sake of presen-
tation only, and that our framework can be applied with no
modification in case of different ne values on the links.

A final assumption made in our model concerns the wireless
medium, which is assumed to be symmetric: denoting with
Puv the minimum power required to sustain the link from u
to v, and with Pvu the minimum power required to sustain
the reversed link from v to u, we assume Puv = Pvu.

In order to come up with a game-theoretic model for topol-
ogy control, we need to determine what the utility functions
of our players (i.e., network nodes) are, and what strategies
they could follow in order to maximize their gain. Our goal
as protocol designers is then to create a mechanism based on
monetary transfers that makes behaving in accordance with
the prescribed topology control protocol a dominant strat-
egy4 for the nodes. A topology control protocol (including
the rules for the monetary transfer) that satisfies this prop-
erty is said to be incentive compatible5.

When defining a utility function, we have to distinguish
a case in which a node is content with the outcome of the
game (in our setting, the outcome of the game is the selected
edge set E′), as opposed to an uncontent case. As discussed
in Section 2, the status of being content or not depends on
the type of information the node has access to: in the global
selfish node model, the player is assumed to be able to verify
global network properties, while in the weaker local selfish
node model the player can only verify local properties of the
network topology. Example of situations in which a node is
content can be ‘I have a connection to all the other network
nodes’ (global model), and ’I have a direct, bi-directional link
to at least my k closest neighbors’ (local model). However,
we outline that the framework described here in principle can
be applied independently of the property which makes a node
content.

To define the utility function of the player, we need also
to determine the incurred costs of the player for a given out-
come of the game. According to our global cost model, we
assume that the incurred cost of node u for the outcome E′

4A strategy S for a player p is said to be dominant if, no
matter what the strategies the other players play, S is the
utility-maximizing strategy for p.
5The terms truthful and strategy-proof are also used in the
game theory literature.



equals the sum of the cost of the links of E′ incident into
u. This cost model is coherent with a per-packet approach
to topology control, in which nodes can change the transmit
power level on a per-packet basis. In this context, the sum
of the links of E′ incident into u is an estimation of the cost
node u incurs for sustaining the links in E′. The other typ-
ical topology control approach considered in the literature
is the so-called periodical TC approach, in which a node u
transmits packets using a certain power P (u) independently
of the actual neighbor to which packets are sent, and the
value of P (u) is periodically updated to account for topology
changes. This approach to the TC problem naturally leads
to a node-based, instead of edge-based, definition of topol-
ogy cost. How to generalize our framework to account for
different definitions of incurred cost of the player is subject
of ongoing research.

We are now ready to define the utility function used in our
topology control game:

Definition 1 (Utility function). Let u be a node in
G = (N, E), and let E′ ⊆ E be the set of links in the topology
built (possibly on a subset of the network nodes) at the end of
the protocol execution. Let G be the (global or local) goal that
node u is pursuing, and let T u

G denote the set of topologies
that make node u content according to goal G. The utility
of node u for a given constructed topology E′ is defined as
follows:

U(u, E′) =

8<:
−

P
e=(u,v)∈E′ we+

−pay(u, E′) + pr(u, E′) if (N, E′) ∈ T u
G

−M otherwise
(2)

Note that the above definition of utility function can be
restated in the following, more canonical, form: the utility
of player u is M −

P
e=(u,v)∈E′ we − pay(u, E′) + pr(u, E′) if

u is satisfied with the constructed network topology, and 0
otherwise. However, for ease of presentation in the following
we use the above defined notion of utility function.

If node u is content with the network topology (N, E′), it
incurs a cost of we for each adjacent edge e = (u, v) ∈ E′, rep-
resenting the fact that it will have to transmit packets along
these links until the topology is updated. Our framework
define monetary transfers that we summarize in the utility
function as a payment pay(u, E′) that node u will have to
make in order to be allowed to participate in the network,
as well as a premium payment pr(u, E′) that u will receive
from other nodes, which represents the ‘added value’ that u
brings to the network. Finally, if node u is not content with
network topology (N, E′), it gets a negative utility of −M ,
where M is a large constant representing the fact that the
node was not able to achieve its goal. Since we are consid-
ering a scenario in which nodes are selfish, but at the same
time they are willing to connect to each other, we assume
that M � pay(u, E′), pr(u, E′) and of all the edge weights.

The final step in the definition of our topology control game
is determining the set of possible strategies for a player. To
this purpose, we observe that every topology control protocol
relies on nodes determining the weights we of the links to their
neighbors. In the most general setting, we can thus assume
that a node has at least the option of falsely declaring the
weights we of its adjacent links. Many other possible cheating
behaviors of selfish nodes are possible, but they depend on the
specific topology control protocol at hand. For this reason,
we do not consider them in our general framework, but we
carefully discuss them in the following sections, which are
devoted to protocol-specific incentive compatible realizations
of topology control.

The field of mechanism design offers a standard solution,
called a VCG-based mechanism [22], to incentivize all nodes
to participate without lying about the weights of their adja-
cent links. We present this general scheme here and show in
subsequent sections how it can be implemented efficiently for
a few specific topology control approaches.

Given a communication graph G = (V, E) and a topology
control protocol A, let EA = E′ denote the set of edges that
are in the topology constructed by protocol A, and let E−u

A
denote the set of edges that are in the topology constructed by
protocol A when executed on the maxpower graph that does
not contain node u (i.e., the graph with node set N − {u}).
Finally, for any link set E′′ let |E′′| denote the sum of the
weights of all edges in E′′, i.e., |E′′| =

P
e∈E′′ we. Then, we

define the premium for node u as follows:

pr(u, E′) = |E−u
A | − |E′|+

X
e=(u,v)∈E′

wu
e , (3)

where wu
e is the cost of edge e as declared by node u.

Note that these premiums need to be funded in some way.
While there are several ways of doing this, a standard solution
is to equally subdivide these costs among all the |N | = n
nodes participating in the network (see e.g. Chapter 9 in
[18]). Thus, we define the payment function as follow:

pay(u, E′) =

P
u∈N pr(u, E′)

n
.

This completes the definition of our general framework for
an incentive-compatible implementation of topology control:
a node u in the network receives a premium which equals
the ‘added value’ that node u brings to the network (i.e.,
the difference between the cost of the computed topology
without u and the cost of the topology including u), plus
the declared cost incurred by u for joining the network. The
overall amount of money which must be paid to the nodes is
equally subdivided among the network nodes.

Note that the premium that a node receives might exceed,
be equal to, or be less than the payment due by the node.
However, even if a node ends up the game paying some money
to be part of a network which makes it content, this situation
is still preferable to not joining the network, as this would
drive down the utility function of the node to −M (we recall
that M is much larger than the due payment and the edge
weights). In other words, if we assume that every node in the
network accepts to join the computed network topology T
only if T makes it content, it is easy to see that our proposed
framework satisfies individual rationality: it is rational for
any selfish node u to take part in the game, since the outcome
of the game can only increase u’s utility6.

Observe that the premium that a node receives depends
on the costs incurred by node u in the computed topology as
declared by node u itself. So, a selfish node might be tempted
to falsely declaring these costs, so that to increase its util-
ity. While a formal proof that this cheating behavior does
not increase the utility of the node is deferred to the analysis
of the protocol-specific incentive compatible TC implemen-
tations, we give here the intuition behind this proof.

The premium received by a node as defined in (3) is com-
posed of three terms: the first term is not influenced by node
u’s declaration, since it is the cost of the topology computed
on the graph which does not contain u; the third term can
actually be increased by overdeclaring the cost of the edges

6Technically speaking, the above statement is true under the
assumption that the cost of the few control messages ex-
changed among nodes to agree on the final topology T is
0. Similar assumptions have been made in the context of
incentive-compatible routing for ad hoc networks [2, 12, 34].



incident into u. However, if these costs are overdeclared by,
say, ∆ > 0 overall, also the cost of the computed topology
|EA| is increased of the same amount, and the premium due
to node u is decreased by ∆. So, node u has no way of in-
creasing its utility (we remark that the two other terms in
the utility function of u do not depend on the declared edge
weights) by falsely reporting its edge weights.

The framework described in this section is based on the
well-known VCG mechanism, which has the nice feature of
motivating nodes not to lie when reporting their weights.
However, this comes at the price of paying nodes in ex-
cess to their real cost for being part of the network (in fact,
|E−u

A | − |EA| is in general a positive quantity), disclosing
an economic inefficiency of the mechanism: the sum of the
payments due to the nodes (which equals the sum of the pre-
miums paid to the nodes) is in general higher than the cost
of the generated topology E′. Unfortunately, it has been
shown that, under realistic assumptions, there is no way of
removing this inefficiency if the goal is to design an incentive
compatible mechanism [22].

A final observation regards the interaction between topol-
ogy control and routing. Once a desired network topology
has been built in an incentive-compatible way, messages cir-
culate in the network, and selfish nodes must be motivated
to route packets to destination. In principle, this can be
achieved by using one of the incentive-compatible routing
protocols for wireless multi-hop networks proposed in the lit-
erature [2, 12, 34]. However, topology construction and rout-
ing are not independent tasks, since the choice of the topol-
ogy have an impact on the number and cost of the available
source/destination paths. Thus, a global solution that ac-
counts for both topology construction and routing is needed
in order to ensure incentive-compatibility. We believe this is
a very interesting topic for future research.

4. INCENTIVE COMPATIBLE MST TOPOL-
OGY CONTROL

4.1 Problem definition and model
In this section we consider the problem of building and

maintaining the MST of the maxpower graph G in a sce-
nario in which the network nodes are selfish agents. To sim-
plify the presentation of our protocol, we assume that no two
edges e1, e2 in G exist such that we1 = we2 . Note that this
assumption can be accomplished by ordering node IDs in lex-
icographical order, and by breaking ties according to the IDs
of the endpoints of the edge. Under this assumption, the
MST of G is uniquely defined.

The utility function is the same for all the network nodes,
and it is defined as follows:

Definition 2 (Utility function for MST). Let u be
a node in G = (N, E), and let T = (NT , ET ) be the topology
built (possibly on a subset of the network nodes) at the end of
the MST protocol execution. The utility of node u is defined
as follows:

U(u, T ) =

8<:
−

P
e=(u,v)∈ET

we
2
−

−pay(u, T ) + pr(u, T ) if u ∈ NT

−M otherwise
(4)

In the above definition we are assuming the global selfish
node model. This is consistent with the nature of the MST,
whose computation requires global knowledge. Differently
from the general framework, we are also assuming that the
cost of an edge is equally subdivided between its endpoints.

The goal of each node participating in the protocol exe-
cution is to maximize its utility function (selfish agent). To

achieve its goal, a node can deviate from the behavior pre-
scribed by the protocol, for instance by not sending a mes-
sage, or by reporting false information, or by sending a mes-
sage more than once. However, nodes are not allowed to
coordinate their cheating behaviors in order to form a coali-
tion (no collusion)7. Our goal, as the protocol designer, is
to devise a mechanism (more specifically, a pricing rule) such
that every node participating in the protocol maximizes its
utility when a certain social optimum is achieved. This prop-
erty is known as incentive compatibility in the game theory
literature. In simple words, incentive compatibility ensures
that the combination of the agents’ selfish behaviors results
in a desirable “social” behavior.

Returning to the problem at hand, our designer goal is to
device a protocol such that the function

Soc(T ) =
X
u∈N

U(u, T ) ,

which represents the social utility function, is maximized when
the constructed topology T is the MST built on G.

4.2 The IC-MST protocol
Our incentive compatible protocol for building the MST,

called IC-MST, is essentially an incentive compatible imple-
mentation of the Prim’s algorithm for building the MST, and
it is defined as follows.

In order to simplify the presentation, we assume that there
exists a network node (the initiator) that initiates the pro-
tocol at a certain time, and that the initiator node is unique
(i.e., no other node in the network can initiate IC-MST exe-
cution). This assumption is reasonable, for instance, in wire-
less Mesh networks, where the initiator is a wireless Access
Point, and the goal is to establishing (possibly multi-hop)
wireless connections with mobile nodes in the vicinity of the
AP. In this scenario, building a MST rooted at the AP is a
reasonable choice.8 Another assumption needed for the cor-
rect function of IC-MST is that every node has at least two
neighbors in the maxpower communication graph.

IC-MST proceeds in rounds, adding a new node (with
a corresponding edge) to the constructed topology at each
round, until all the network nodes are connected (n−1 rounds
in total). At each round, nodes are requested to pay an
amount of money, which is delivered in a secure way to the
initiator. The initiator also collects its own money. After
round n− 1, there is a last round called the premium round,
during which the initiator delivers (in a secure way) the pre-
miums to all the network nodes (including itself).

At round 1, the initiator starts the protocol execution, find-
ing the edge e1 of minimum cost incident into it, and the sec-
ond best edge e2

1. The node at the other endpoint of edge e1

joins the network topology, forming a network with 2 nodes
(denoted T1). Edge e1 is stored in the first element of the
array Edges[ ], which keeps track of the network edges (this
array and the arrays for payment tracking are stored at the
initiator node). The initiator then collects the payments,
which amount to we2

1
. The money due is equally shared be-

tween the two nodes in T1. Furthermore, we2
1

is stored in the

first element of the array Payments[ ], which keeps track of
the payments performed in the various rounds.

7This is a standard assumption in mechanism design.
8We are well aware that the introduction of a central role (in
our case the initiator) is against Puritan ad hoc networking
principles, however, we point out that in particular in the
area of selfish wireless networking (as well as in some others),
such a figure has become accepted as a necessary evil (see for
instance the central bank concepts of [2, 33, 12]). In addition,
many applications naturally offer a central node.



At the generic round i, the initiator asks each node in the
current tree Ti−1 to report the weights of the edges inci-
dent into it whose other endpoint is not in Ti−1. If no such
edge exists, we are done (all the n nodes are included in the
topology), and the initiator starts the premium round (see
below). If a node u is adjacent to h > 2 edges with nodes
not in Ti−1, it is sufficient that it reports to the initiator the
cost of the two edges of mininum cost. If these costs were
already reported by u to the initiator in a previous round,
node u simply does not report any cost. After all the costs
have been collected, the initiator selects the minimum cost
edge ei = (u, v) as the new edge to be added to Ti−1. Edge ei

is stored in Edge[i], and the node at the endpoint of ei which
was not in Ti−1 (say, node v) is added to the newly formed
topology Ti. Before computing the payments, the initiator
sends a message to node v, asking him to send the list of
its neighbors, along with the corresponding link costs. This
message, which is necessary to prevent some types of cheat-
ing behavior (see the proof of Theorem 1), is encrypted and
digitally signed by node v, so that the initiator can rely on
this information. After topology Ti has been built, the initia-
tor computes the payments due by the nodes in Ti (including
itself), according to the current rule:

Payments[i] = Payments[i− 1] + we2
i

pay(v) =
Payments[i]

i + 1

pay(u) =
Payments[i]

i + 1
− Payments[i− 1]

i
for each u ∈ Ti−1 ,

where Payments[i− 1] denotes the total payments collected
up to round i − 1, Payments[i] denotes the total payments
collected up to round i, and we2

i
is the cost of the second best

edge connecting a node in Ti−1 with a node outside Ti−1.
The above defined payment rule is inspired by the general

framework introduced in Section 3. In principle, we want to
ensure that all the nodes joining the network equally share
the cost of setting up the network topology. This rule should
apply independently of the round in which a node joins the
network, since otherwise nodes would be motivated to either
anticipate or delay the moment at which they join the net-
work. This explains why we keep track of the total payments
collected up to round i − 1: since these have been equally
shared amongst the nodes in Ti−1, when a new node joins the
network the additional payment due by a node in Ti−1 equals
Payments[i]

i+1
(the total amount of money that it must pay), de-

creased by Payments[i−1]
i

(the amount of money already paid
by the node). On the contrary, the new node joining the

network is charged the entire due payment Payments[i]
i+1

.
Note that at each round the total cost is increased by the

cost of the second best edge joining a node in Ti−1 with a
node outside Ti−1. Again, this rule is inspired by the gen-
eral framework for incentive compatible topology control de-
scribed in Section 3.

Finally, we have to define the premium round, which is
again dictated by our general framework. The initiator scan
the array Edges[ ] starting from the first element. For each
edge ei = (u, v), it computes the premiums due to nodes as
follows:

pr(u) = pr(v) =
Payments[i]− Payments[i− 1]

2
.

Note that Payments[i] − Payments[i − 1] corresponds to
the cost of the second best edge joining a node in Ti−1 with a
node outside Ti−1. This premium is equally divided between
the nodes at the endpoints of the edge. The premiums due to

the nodes are summed up as new edges are considered, until
all the edges in the network topology have been considered.
Then, the initiator delivers to each node (including itself) the
corresponding premium in a secure way. An example of IC-
MST’s execution is reported in the full version of the paper
[13].

An important point to discuss is how the edge weights are
computed in IC-MST, since improperly implementing this
task might impair the incentive compatibility property of our
protocol.

The idea is to force each node to either overdeclare, or
underdeclare, or correctly declare the cost of all the edges in-
cident into it. In other words, we want to avoid that a node
u can, say, correctly declare the cost of a certain edge (u, v),
while at the same time overdeclaring the cost of another edge
(u, w). To this purpose, edge weights are computed by ex-
changing hello messages between the nodes: when the ini-
tiator starts the protocol execution, it sends a hello message
at maximum transmit power, indicating that it is starting
the construction of the network topology. The message in-
cludes the initiator’s ID and the transmit power used to send
the message. All the nodes within its radio coverage area9,
after waiting for a random time (this is to avoid collisions),
reply with another hello message sent at maximum power, re-
porting the ID and transmit power of the sender. When the
initiator receives a hello message from a neighbor node, say v,
it compares the transmit power Pv included in the message
with the received power P R

v . The difference between these
power levels, namely Pv − P R

v , corresponds to the path loss
experienced by the wireless link connecting the initiator with
v, and the minimum power needed to sustain a link with the
desired features to v can be computed accordingly10. If the
required power to sustain the link to v exceeds the initiator’s
maximum transmit power11, then node v is not included in
the initiator’s neighbor list, as the link to v is unidirectional
and only bi-directional links are considered in our approach.

Note that receiving a hello message for the first time trig-
gers the recipient node to send a hello message in turn (with
a random delay). After all the nodes in the network have
sent their hello message, all the edge weights in the commu-
nication graph can be correctly computed.

At any time during IC-MST execution, a node which does
not behave according to the protocol specifications can be
identified as a cheater and excluded from the network topol-
ogy. For instance, a node which tries to send several hello
messages to induce false edge weights at its neighbors can
easily be identified as a cheater by the nodes in its vicinity,
and excluded from the network topology. This repudiation
mechanism is fundamental to ensure the incentive compatibil-
ity property of IC-MST (see proof of Theorem 1 below). We
remark that the necessity of both a VCG-based mechanism
and a repudiation mechanism is a unique feature of selfish
distributed computation: a repudiation mechanism by itself
is typically not provably correct, but works in a distributed
setting; a VCG-mechanism by itself is provably correct, but
typically only works in a centralized setting.

4.3 Protocol Analysis

9We recall that we are not assuming that the coverage area
is a perfect circle, nor that all the nodes have the same max-
imum transmitting range.

10Given our assumption of symmetric wireless medium, both
the endpoints of a link l compute the same value of the min-
imum power needed to sustain l.

11In general this is possible, since nodes can have different
maximum transmit powers.



Theorem 1. Assume the maxpower graph G is strongly
connected and has minimum node degree δ ≥ 2. Then IC-
MST is incentive compatible, i.e. a network node maximizes
its own utility when it behaves according to IC-MST’s speci-
fications.

Proof. See Appendix.

Note that the incentive compatibility property of IC-MST
relies on the fact that payments/premiums can be gathered/delivered
to the nodes in a secure way. Indeed, how to implement se-
cure crediting in wireless multi-hop networks is a research
field in itself (see, for instance, [33]). While a detailed dis-
cussion of this issue is beyond the scope of this paper, we
sketch here a repudiation-based mechanism that can be used
to motivate nodes to propagate the payment info to/from
other nodes in the tree. We have two critical points in IC-
MST: i) when a new edge e = (u, v) is added at a certain
step, nodes u and v must deliver payments to the initiator;
and ii) the delivery of premiums during the premium round.
Regarding i), we first notice that, since for every edge in the
MST incident into it a node always receives a premium at
least equal to the payment for the edge, node u and v will
to send the payments to the initiator. The payment message
is encrypted, so that intermediate nodes in the path P to
the initiator can only forward or drop the message, but they
cannot modify it. If one of the nodes in P drops the message,
the initiator realizes that something is wrong (it is in fact ex-
pecting the payments for edge e), and it can exclude all the
nodes in P from the network topology. Hence, an intermedi-
ate node is motivated to forward the payment to avoid being
excluded from the network topology. The argument for ii) is
similar: At the end of the premium round, the initiator indi-
vidually asks to each node (using digitally signed messages)
if it has received the premium: if a node u responds ‘no’ (or
does not respond at all), all the nodes in the path P from
the initiator to node u are excluded from the network. The
use of digital signatures for the reply message prevent nodes
in P from forging u’s reply.

Theorem 2. The social optimum is achieved when the topol-
ogy T computed by IC-MST is the MST of the maxpower
graph G.

Proof. See Appendix.

Theorem 3. The IC-MST protocol has O(n2) message com-
plexity.

Proof. See Appendix.

5. SIMULATIONS
In Section 3, we have observed that the design of an incen-

tive compatible mechanism for network topology formation
comes at the expense of an economic inefficiency, i.e., the to-
tal of the payments paid by the nodes to join the network
exceeds the actual cost of maintaining the formed network
topology. This inefficiency has been referred to as the cost
of cooperation in the literature. In this Section, we evalu-
ate the cost of cooperation of our proposed protocol through
simulation.

We have distributed uniformly at random a number n of
nodes varying from 20 to 150 in a square area with side equal
to 500m. In each experiment, one of the nodes was randomly
selected as the initiator of the protocol. We have repeated the
experiments selecting the node which is closest to the center

of the deployment region as the initiator, obtaining virtually
the same results. The cost of the edges in the maxpower
graph was computed according to four different metrics:

– Free Space: an edge e = (u, v) is inserted in the max-
power graph if and only if dist(u, v) ≤ rM , where rM

is the maximum transmitting range of the nodes. The
weight of edge e is we = (dist(u, v))2.

– Log-Normal Shadowing: In this model, the transmitted
signal attenuation at a certain distance is determined by
the sum of a deterministic and a random component.
The deterministic component gives the average value
of the received signal, which is determined by the dis-
tance between sender and receiver and by the path loss
exponent (set to 2 in our experiments). The random
component has log-normal distribution (normal distri-
bution when measured in dBs) with standard deviation
σ (σ = 4 in our experiments).

– Free Space Level-based: In practice, the energy con-
sumption of a wireless NIC does not only depend on
the power used to transmit the signal, but also on some
constant energy consumption due to powering up other
circuitry. Furthermore, only a few transmit power levels
P1, . . . , PMAX can be used to send packets. To account
for these aspects, we have considered a level-based ver-
sion of the free space propagation model, in which the
rule used to assign weights to the edges is as follows.
Let Pi be the minimum power level needed to sustain
the link between nodes u and v. The weight of edge
e = (u, v) is defined as:

we = EMAX − (EMAX − E1)

„
r2

M − r2
i

r2
M − r2

1

«
, (5)

where E1 is the power consumption of the wireless NIC
when transmitting at power level P1, EMAX is the power
consumption when transmitting at power level PMAX ,
and ri (respectively, r1) is the transmitting range at
power level Pi (respectively, P1). Observe that we have
we = E1 if the minimum power level needed to sustain
the link is P1, and we = EMAX if the minimum power
needed to sustain the link is PMAX .

– Log-Normal Shadowing Level-based: the same as Free
Space Level-based, where the minimum power needed
to sustain a certain link is computed according to the
Log-Normal Shadowing model.

The results of our simulations, averaged over 10000 sim-
ulation runs for every value of n, are reported in Figure 2.
The cost of cooperation of the IC-MST protocol is obtained
by dividing the sum of the node payments by the cost of
the MST. Note that the obtained ratio is always above 1,
and that smaller values of the cost of cooperation mean bet-
ter economic efficiency. The results of our simulations show
that: i) the cost of cooperation of the IC-MST protocol shows
a decreasing trend with n, i.e. it remains confined within a
reasonable value (below 1.65) even for networks of large size;
this implies that the IC-MST approach for topology forma-
tion is feasible from an economic point of view; ii) the cost of
cooperation with log-normal shadowing is lower than in the
case of free space propagation; and iii) the cost of coopera-
tion is considerably reduced (it actually becomes negligible –
below 1.04) if the more realistic level-based metrics are used.
This is because, with a limited choice of different power lev-
els, it is more likely that the cost of the ‘best’ edge to be
added in the topology and the cost of the ‘second best’ edge
are close to each other. Concluding, ii) and iii) indicate that



Figure 2: The cost of cooperation of the IC-MST
protocol with various network sizes.

IC-MST has the potential to work well in practical scenarios.

6. CONCLUSIONS
Recent technology trends indicate that wireless multi-hop

networks formed by nodes belonging to different authorities
and governed by conflicting interests will become widespread.
This is the case, for instance, of many application scenarios of
wireless Mesh networks, and of the general vision of a future
in which ubiquitous mobile computing will become reality.
In view of these trends, we believe the study reported in
this paper constitutes an important building block of next
generation wireless multi-hop networks.

The implementations of incentive compatible TC presented
in this paper are only examples of application of our frame-
work, that can be applied to other topology control protocols
such as, for instance, K-Neigh [5] (as reported in the full
version of the paper [13]) and cone-based topology control
(CBTC, [27]). Furthermore, the general framework for in-
centive compatible topology control presented in this paper
leaves space for several generalizations, such as accounting for
different cost metrics (e.g., max instead of total edge cost).
Furthermore, we can adopt a more general notion of benefit
that a node gets from a certain network topology T : instead
of being either ‘content’ or ‘discontent’ with T , a node might
display a certain degree d of satisfaction with T , where d is a
constant such that 0 ≤ d ≤ 1. Whether our proposed frame-
work can be applied with this more general notion of node
benefit and with different cost metrics is an open problem,
which is matter of ongoing research.
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8. APPENDIX
The proofs are reported for the sake of completeness, and

will be omitted in the final version of the paper, if accepted.
Proof of Th. 1. First, we observe that it is in the interest
of a selfish node to join the network topology (otherwise it
gets utility −M). Given this fact, how can a node maximize
its utility function?

Observe that the last term in the definition of utility func-
tion (4) can be rewritten as follows:

pr(u, T ) =
X

e=(u,v)∈T

pr(e) .

The pricing rules ensures that, for any given edge e in the
final topology T , both endpoints of e receive a premium at
least equal to the cost of the edge. In other words, for each
edge e = (u, v) ∈ T , we have pr(e) − we

2
≥ 0.12 Since a

node in general does not know the amount of the premium
for an edge it is involved in (we recall that the amount of the
premium is determined by the cost of the ‘second best edge’),
but it does know that it can only (although not necessarily)
increase its utility by having an edge incident into it in the
final topology, it follows that it is in the best interest of any
node to include as many edges incidents into it as possible in
the final network topology.

A node participating in IC-MST can cheat in several dif-
ferent ways. We show that none of this cheating possibilities
leads to an increase of the node utility.

12Here, we are not constraining different edges in the max-
power graph to have different weights. I.e., IC-MST is incen-
tive compatible in the general scenario in which there exist
different edges with same weight in the maxpower graph.

At the beginning of the protocol execution, a node (say,
u) is requested to send a hello message at maximum power,
including in the message the transmit power used. Node
u might not send the help message at all, but in this case
it would not be included in the network topology, driving
its utility down to −M . If node u sends the message at a
power less than the maximum, it exposes itself to the risk of
not reaching nodes that it would have otherwise reached if
sending the message at maximum power, possibly failing to
connect to the network even if this would be possible. On
the other hand, the weight of an edge is computed based on
the received power at the receiver end, and on the transmit
power as included in the hello message by the sender (not
the actual transmit power). Sending the hello message with
a decreased power would result in a lower received power at
the receiver end, driving up the cost of all the edges incident
into u. In turn, this lowers the likelihood of having many
of u’s edges in the MST, driving down its utility function.
If u overdeclares the transmit power in its hello message it
increases the weight of all the edges incident into u, with a
negative effect on its utility. On the other hand, if u under-
declares the transmit power, all its incoming links would be
compromised, as its neighbor nodes would use an incorrect
(too low) transmit power to send the messages to u. Hence,
u would be disconnected from the network, driving its utility
down to −M . We also observe that u has no interest in both
anticipating nor delaying the transmission of the help mes-
sage, as the moment at which it joins the network topology
has no effect on the payments due to the initiator, nor on
the premiums received. Finally, u cannot send the hello mes-
sage more than once, as, in case it would send several hello
messages, its neighbors would immediately identify node u
as a cheater, excluding it from the network topology (we are
assuming no collusion). Thus, we have proven that a selfish
node has no interests in deviating from IC-MST’s specifica-
tions during the hello message exchange phase.

Let us now consider the subsequent stages of IC-MST’s ex-
ecution. Let us consider the moment in which a certain node
u is first inserted into the network topology. The fact that it
is inserted in the network topology depends on the weights
of the edges incident into it, which are computed during the
hello message exchange phase. Since we have shown above
that this phase is performed correctly by a selfish node, these
weights are computed correctly. Note that in principle node u
might increase its utility by overdeclaring only the cost of the
second best edge connecting it to a node in the current topol-
ogy, but this is not possible, because the mechanism that we
use to compute the edge weights ensures that either all the
weights of the edges incident into a node are overdeclared, or
all of them are underdeclared, or all of them are declared cor-
rectly. After node u is included in the network topology for
the first time, it is requested to send an encrypted message
to the initiator, declaring its neighbor list and correspond-
ing edge costs. If u does not send this message, the initiator
can identify u as a cheater, excluding it from the network
topology. Furthermore, sending bogus information exposes
node u to the risk of being identified as a cheater, as the
initiator keeps track of the neighbor lists obtained from the
other nodes and can easily perform a cross check (here, the
assumption of no collusion between nodes is necessary). So,
we have proven that it is in node u’s best interest to behave
according to IC-MST’s specifications when it is first included
in the network topology.

The final case to consider is when node u is already part of
the network topology, and a new node joins the network. In
principle, node u might increase its utility by not reporting
the cost of the second best edge, say e, incident into it (we



recall that reporting a bogus cost would expose u to the risk
of being identified as a cheater and excluded from the net-
work topology). However, also in this case the initiator will
eventually receive from the node at the other end of edge e
the list of neighbors, including node u and the corresponding
edge cost. By cross checking this information, the initiator
can easily identify u as a cheater and excluding it from the
network (this is true under the assumption of no collusion).
This proves that a selfish node has no interest in cheating
also when it is already part of the computed topology.

To prove the theorem, it is sufficient to observe that in the
last round the premiums are delivered in a secure way, as well
as the payments due by the nodes in the various rounds of
IC-MST’s execution.

Proof of Th. 2. We recall that the social utility function
is defined as follows:

Soc(T ) =
X
u∈N

U(u, T ) .

Assuming that the generated topology T is connected (oth-
erwise at least one of the nodes’ utility would be −M , driv-
ing down the social utility), the social utility function can be
rewritten as follows:

Soc(T ) =
X
u∈N

0@−
X

e=(u,v)∈ET

we

2
− pay(u, T ) + pr(u, T )

1A .

Observe that, given our definition of the pricing scheme,
the sum of the payments over all the network nodes equal
the sum of the premiums paid to the nodes, i.e.X

u∈N

(−pay(u, T ) + pr(u, T )) = 0 .

It follows that

Soc(T ) =
X
u∈N

0@−
X

e=(u,v)∈ET

we

2

1A = −
X

e∈ET

we ,

implying that the function Soc(T ) is maximized (i.e., the so-
cial optimum is achieved) when T is the MST.

Proof of Th. 3. All the edge weights can be computed
after all the network nodes have sent their hello message, i.e.
with n messages overall.
During round i, a node in Ti−1, say u, is requested to report
the weights of its best edges to nodes outside the current
network topology, which can be combined into one message
which is passed to the parent of u in the current topology
Ti−1 (we recall that all the intermediate topologies built by
IC-MST are trees). The parent of u waits for all its children
to report their weights, then it computes the best two weights
out the ones received by its children and its own, and forward
a unique message up in the tree. This process is repeated
until all the information has been conveyed to the initiator
node. Hence, at round i at most i messages are exchanged
to propagate the information to the initiator, with a total of
O(n2) messages during the n− 1 rounds needed to build the
network topology. It is easy to see that a similar approach
can be used to collect the payments from the nodes in Ti,
sending O(n2) messages overall during the n− 1 rounds.
In the final round, the premiums are delivered to the nodes
along the tree in a top-down fashion, sending O(n) messages
overall. It follows that the message complexity of IC-MST is
O(n2).


