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The theory of repeated games is suitable to analyze long-term strategic interactions among the same set
of players. It explains phenomena that might at first seem irrational, like cooperation, altruism, revenge,
and threats. One of the main messages that the theory conveys is that repetition enables cooperation. The
fundamental insight is that “repetition acts as an enforcement mechanism, which enables the emergence of
cooperative outcomes in equilibrium - when everybody is acting in his own best interests” (Aumann).

7.1 Definitions

Let G(N,A, u) be a non-cooperative game, where N is the number of players, A = A1 × A2 × . . . × AN is
the set of strategy profiles, and u : A → RN is the payoff function.

For any game G(N,A, u), we denote the corresponding infinitely repeated game by G∞ (G∞ is often called
the supergame). In G∞ the players 1, 2, . . . , N play G infinitely many times in sequence. We say that G is
the stage game of G∞. In each period t = 0, 1, 2, . . . of play, player i chooses a strategy ati ∈ Ai, and gets
the payoff ui(a

t).

The choice of strategies in each of the first t periods is called a history, and is denoted by ht. Formally,
ht = (a0, a1, . . . , at−1) ∈ At. The infinite game play is described by h∞ = (a0, a1, . . .).

Let A∗ = ∪∞
k=0A

k. A pure strategy for player i in G∞ is given by a function si : A∗ → Ai. The value
si(h

t) ∈ Ai will determine the strategy chosen by player i after t periods of play. Therefore player i makes
his decisions based on the history of length t.

Similarly we can defined a mixed strategy in G∞ as a function that determines the probability distribution
according to which each player chooses a strategy after a given history of length t.

Example 7.1 (Strategies in G∞) Two examples of pure strategies in an infinitely repeated game G∞

between two-players are tit-for-tat and trigger.

Assume that “ cooperate” (resp., “ defect”) indicates a pure strategy in the game G, which leads to a co-
operative outcome (resp., an inferior outcome which is a NE). This is what happens, e.g., in the prisoner’s
dilemma.

In tit-for-tat, the player starts cooperating. If the other player defected, then she defects in the next round.
Afterwards she resumes cooperation.

In trigger, the player starts cooperating. If the other player ever defects, then she defects forever.

The evaluation of payoffs in G∞ can be done in several ways. We present two standard definitions1. Given
an infinite sequence p0, p1, . . . of payoffs to player i,

• the average reward of i is ui = limn→∞
∑n

j=0
pj

n .

1There are technical problems with the definitions below because the limits do not need to exist. We do not consider these
problems here.
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• the discounted reward of i is ui =
∑∞

j=0 δ
jpj , where 0 ≤ δ ≤ 1. δ is called the discount factor.

Definition 7.2 (NE in G∞) A NE of G∞ is a vector of mixed strategies s = (s1, s2, . . . , sN ) such that, for
each player i, and for each s̄i : A

∗ → Ai, we have

ui((s1, s2, . . . , si−1, si, si+1, . . . , sN )) ≥ ui((s1, s2, . . . , si−1, s̄i, si+1, . . . , sN )).

7.2 The Folk Theorem

Definition 7.3 (Minimax payoff) Consider a game G(N,A, u). The minimax payoff of player i is vi =
mina−i∈A−i maxai∈Ai ui(a−i, ai).

The minimax payoff to player i is the level of payoff below which i cannot be forced by the other players.

Definition 7.4 (Individually rational payoff) The vector of payoffs r1, r2, . . . , rN (which is usually called
payoff profile), where ri is the payoff to player i, is individually rational if ri ≥ vi, for all i’s.

Definition 7.5 (Feasible payoff) Given a game G, a profile of payoffs r1, r2, . . . , rN is feasible if it is a
convex combination of payoff profiles in G.

Theorem 7.6 (The Folk Theorem) The payoff vectors, obtained as average rewards, corresponding to
NE points in G∞ coincide with the individually rational feasible payoffs in G.

While equilibrium outcomes are self-enforcing (once at an equilibrium point, no player wants to unilaterally
deviate), cooperative outcomes need an outside mechanism to enforce them.

The Folk theorem relates the cooperative behavior in game G to the non-cooperative behavior in G∞. The
repetition by itself, with the possibilities to retaliate, becomes the enforcement mechanism which is needed
to make a cooperative outcome stick.

Bibliographic notes

Chapter 8 in [5] gives a good introduction to repeated games. Another source is the review [6]. Reflections
on the subject and its relations to other areas of game theory can be found in [1, 2, 3, 4]. The proof of the
Folk theorem can be found in [5], pp. 144-145.
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