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Abstract—In Usage CONtrol (UCON) access decisions rely provider (e.g., the requester) pulled by the reference mon-
on mutable attributes. A reference monitor should re-evalate jtor, The system usually allows only the current attribute
security policies each time attributes change their valueslden- value to be pulled, and, as a result, some attribute changes

tifying all attribute changes in a timely manner is a challerging . . . . -
issue, especially if the attribute provider and the referece between adjacent pull queries might be missed. Worse stil,

monitor reside in different security domains. Some attribue these unnoticed changes may violate security policies. For
changes might be missed, corrupted, and delayed. As a result example, if a security policy grants access rights to users
the reference monitor may erroneously grant access to malisus  residing in a certain location, there is no evidence thasehe
users and forbid it for eligible ones. users did not leave the location in-between checks [8].

This paper proposes a set of policy enforcement models o . . ;
which help to mitigate the uncertainties associated with mtable In addition, system failures, delays occurring during at-

attributes. In our model the reference monitor, as usual, ealuates trjbute de_Ii_v_ery due to a ne_t\Nork Ia_tency, as well as mali-
logical predicates over attributes and, additionally, males some cious activities (e.g., a man-in-the-middle, eavesdnoggind

estimates on how much observed attribute values differ fronthe  impersonating of data by the attribute provider) contebut
real state of the world. The final access decision takes inta@aount to the problem of correct policy enforcement. The impact

both factors. We assign costs for granting and revoking acss to L . . .
legitimate and malicious users and compare the proposed fioy of uncertainties associated with observed attributes Idhioe

enforcement models in terms of cost-efficiency. mitigated by the reference monitor [18], [24].
This paper proposes the cost-effective enforcement models

of UCON ¢ [31] security policies. Our basic idea is to take
into account possible uncertainties when an access dedssio
made. In other words, an uncertainty-aware reference wonit
. INTRODUCTION should adjust its decision according to information abduat t

Access contrahims to ensure that only trusted principals arEe/€vant uncertainty. We propose to consider cost-effengss
granted access to a resource [Ukage controlis responsible 25 the main criteria for makl_ng such a de_C|5|0n. We assign
for guaranteeing that principals also remain trusted wh&fonetary outcomes for granting and revoking access to-legit
the access is in progress, i.e. when these principals use fR@te and malicious users and compare the proposed policy
resource. The reference monitor evaluates an accessateci§iforcement models in terms of cost-efflcu?ncy.
on the basis of the principal’s attributes. The attributes a | 'e Main contributions of this paper are:
issued by the attribute provider and characterize subjuts * © identify uncertainties associated with attributes used
objects participating in access and usage control [25], [28 produce access decisions; .

The UCON model proposed by Sandhu et al. [31] includes® to introduce models of a correct policy enforcement and
access and usage control scenarios and operates with mutabl €nforcement under uncertainties;

Index Terms—Usage Control, Mutable Attribute, Freshness,
Policy Enforcement, Costs, Markov Chains

attributes to specify and continuously enforce securitjci|s. (O introduce a cost model for policy enforcement and
Access decisions in UCON are based on authorizations ¢predi compare the cost-efficiency of proposed enforcement
cates over subject and object attributes), conditionsi{pates models for access and usage control.

over environmental attributes), and obligations (actitmet The paper is structurgd as follows_,. Section Il pr_ovidesd:)asi
must be performed by a requesting subject). The refererfit@es on UCON. Section III describes t_he running example
monitor in UCON re-evaluates the access decision every tiffit we use throughout the paper. Section IV introduces the
when an attribute changes its value. However, identifyilhg 4n0del of a mutable attribute, and enlists all types of uncer-
attribute changes in a timely manner is a challenging issugt@inties associated W|t_h mutable attributes. S.ectlon \Semts
Some security attributes (e.g., the requesters reputatif©dels of correct policy enforcement. Sections VI and VII
and location) argemote i.e. the attributes reside outside th@utline a cost model and estimate an average profit for policy
control of the reference monitor, and can be only observegnforcement under uncertainties for access and usageotontr

These attributes should be constamlyshedby the attribute Section VIII presents the architecture of the referenceitoon
for enforcement of policies under uncertainties. Sectign |
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In Appendix we describe solutions for several computationa I1l. RUNNING EXAMPLE

problems of Markov chains. We consider a reputation of a user in Grid as an example

of a mutable attribute. The attribute changes its value dase

on “bad”, “good” and “neutral” feedback received from other
parties. The attribute domain i8. = {“general’, “normal”,

"o

Usage control (UCON) [31] requires continuous controfuspicious”, maliqious}. There isareputatio_n management
over long-standing accesses to computational resourcgs (SYStem (RMS) which measures the reputation value for all
an execution of a job in Grid, a run of a virtual machine i/S€rs in Grid. Every manager of a resource has an access
Cloud). Continuity of control is a specific feature of UCONENd usage control system (AUCS) which allows usage of
intended to operate in a mutable context. The context isédrmtn€ controlled Grid resources only if the reputation of a
by attributes of a requesting subject, an accessed object &€ IS other than “malicious”. Each request for resourses i
an execution environment. intercepted by the corresponding AUCS. The AUCS (reference

An attribute is denoted ab.r whereh identifies a subject MONitor) pulls the reputation value from the RMS (attribute
requesting an object, the object itself, or environment aprovider). If the value is “malicious” the AUCS denies acses

r refers to the attribute name. An assignment of an attrib@derwise the AUCS grants access to the user. During the
maps its name to a value in its domaip, i.e., h.r — v, where US@ge session the AUCS periodically pulls the reputatiomfr

v € V.. Without loss of generality, we assume that there foe RMS. ) i

only one attribute in the system denotedsasnd that this 1€ Problem is that, at the time of the access request, a

attribute has a finite domain of values. user may be involved in several other jobs for which the RMS
Attribute mutability is an important feature of UCON, Whichhas no feed_back. In other words, the reputat|0_n that a user

means that an attribute can change its value as a result ofhg\? at the time of the access request could differ fro_m the

access request or another uncontrollable factor. We ddfme eal one. The AUCS, which uses only the current version of

behaviour of an attributes a sequence of values assigned f © reputation, is opened to the foIIOW|_ng attack. A new user
with a good or neutral reputation gets involved in many jobs

an attribute with time passagévo, v1, ..., v;, ...}, wherevy . . _ L .
refers to the attribute value when a subject sends an acc?sg short period O_f time. T_he user abuses h's rights butesinc
request, and index ¢ N refers to a time point at which eedback about his behaviour is only provided at the end of

the attribute changes its value. We define a strictly inéngas a JObihh'S relpu_tatmn rem.amsblgotodlfor some time. Durln?(t;hﬁ
function ¢/ which assigns a real time value to any inde Ime the maliClous user IS aple 1o leverage resources of. %l
o N - R. he AUCS should take into account the uncertainty which is

Access decisions in UCON are based on authorizatiolr'?sthe system in order to make a right access decision.

(predicates over subject and object attributes), comdtio After granting access to some resources the AUCS should

(predicates over environmental attributes), and oblige monitor the current reputation of the user. Now, during th_e
(actions that must be performed by a requesting s[gubaijte(%l‘fs)s.age of the resource, the AUCS has another problem which

. : - 2 2 also rooted in uncertainty. The AUCS has to define how
We consider security policies consisting of authorizatm often the reputation of the user has to be requested from the
condition predicates only, that is, tieCON 4 model [31]. P q

. ) RMS. Checks after every change in the reputation value imply
we Qeflne a p_redlcatp to. be a boolean-vglued computabk?he use of resources and are expensive to perform. Therefore
function mapping an attribute value to either true or fal

s . .
p: Vi — {true, false}. e AUCS has to define the amount of changes after which

the check should be performed. In other words, there is a

Another important feature of UCON is that it specifies WheRao for a balance between security and benefits of usage of
access decisions are evaluated and enforced. There are tWEoresource

phases: pre-authorization, access contrgland continuous
policy enforcement, ousage contral IV ATTRIBUTE MODEL

Access control starts at tintg., when a user sends a request 0 . in thi is th f t of
to the reference monitor. The reference monitor acquires an ur main concern in this paper 1s the enforcement ot a

attribute valueyy, evaluates authorization predicates only oncLéCON_ _pollcy based on aemote attnbu_te W't.h observable

and grants the access at timg,,. if p(vo) = true, and mutability. Remotemeans that an attribute is managed by

tirg = Cl(0), tiry < 1 m ' the attribute provider which is not under the control of the
Y — 1y Vitry = Yperm:-

. . . reference monitoiObservable mutabilityneans that the refer-
Usage control begins at ting..,,, when the attribute takes . ; e
. . .. ence monitor observes only how the attribute behaves in time
valuewv;, andcl(i) < tperm < cl(i+1). The reference monitor

et . . . Thus, for the same attribute we distinguishl attribute values
re-evaluates authorization predicates each time thebuaittri : . ) N
X . .which truly describe the attribute behaviour in the systew a
changes its value. The access should be continued by tlrrbe : : ;
. . observed attribute valueshich are obtained by the reference
tnow = cl(j) only if p(v;) A p(viz1) A ... A p(vj) = true.

Although usage control ends as a result of the access re\%intor and used to evaluate authorization predicates.

cation or at the subject’s discretion, w.l.0.g. we consiadlely )

the first scenario. When a new valug violates the policy, A- Real Attribute Values

i.e., p(vg) = false, the reference monitor revokes the access. We assume that a change of the attribute’s value can be
Usage control is over at timg..,, = cl(k). modelled as aandom eventLet w : r = v denote this event

II. USAGE CONTROL



which happens when the attributetakes the valuey. We 0.6: neutral 0.3: neutral 0.3: neutral 0.9: neutral
define(),. to represent a set of all possible eventsSince the 0.4: bad 0,2: bad 0,5 bad
attribute can takany value from its domain, there is a one- / General Normal
to-one correspondence between element@,0andV,.. Each 1 2
change of an attribute is paired with the value the attribute
takes as the result of this change.

In probability theory, it is often easier to deal with a value
associated with the random variable rather than with thateve

itself. Therefore, we introduce a random variablewhich _ )
gives a numerical description of the event A is a real Process. There are two basic models how attribute changes

valued function onQ,, that is A : 9, — R. The event are delivered to the reference monitgush and pull. The

A = a represents the fact that the attributéakes the value Push model defines a scenario where every new attribute value
v, s.t., A(w) = a,,. Let probability of the event to happen beS timestamped and pushed by the attribute provider to the
Pr[A = a]. The functionPr has all properties of a probability reference monitor. The pu_II model d_efmes a s_cenano_where
function, e.g., for any even, 0 < Pr[E] < 1. We write the reference monitor queries the attribute provider te ¢he

E, N E, for occurrence of bottE; and B, and write 5, U, ~ current attribute value. The attribute provider replieshvihe

for the occurrence of eitheF; or E, (or both). Let the Value, its timestamp and some additional information.
eventP(A) denote the fact that an attribute takasy value By analogy with real attribute values, lebserved attributes
which satisfies a policy, i.eP(A) = U, cq. (4 = a), and be SFieC'f'ed by a scheni@, CLga), where:

0,5: good 0,2: good 0,1: good

Fig. 1: A Reputation Attribute Model

Q¢ = {r =v|p(v) = true,v € V,.}. The eventP(A) specifies e« A = {A; : i € N} is a discrete-time stochastic
the fact that the attribute takesy value which violates the process modelling an observation of attribute changes
policy. Further, we usel to refer to the attribute value. over time. A; = a; denotes that an attribute value after
Let the behaviour of aeal attribute be specified by a observations equals;
scheme(A, CL 4p), Where: e« CLry = {cgrum(j)lj € N} is an ordered set of
« A ={A;:i € N}is a discrete-time stochastic process  timestamps assigned by theference monitorA times-
modelling a behaviour of a mutable attribute. We c&jl tamp; denotes when thg-th observation of an attribute
the state of the process atand A; = a; denotes that value was processed and the appropriate access decision
after: changes the attribute value equals was enforced by the reference monitor. We assume that
e CLap = {clap(j)|j € N} is an ordered set of times- clra(0) = tperm.

tamps assigned to each attribute change by the attributeReal and observed attribute values form a bipartite dicecte
provider when it happens. We assume tiai-(0) = t,, graphW = (A, A E), where edge€ connect real and ob-
and for allj > 1, clap(j) = clap(j — 1) + Tj, where served attributes via push/pull queries. If there existedge
T; > 0 and it specifies a time interval between adjacentwhich connects4. and A, , we say thatd,. corresponds to
attribute changes. A, and denote this ag, ~ A.. To evaluate authorization
Example 1:A reputation attribute may be modelled as @redicates, the reference monitor can exploit observeithati:
random variableA with values A(r = “general) = 1, values and timestamps of the corresponding real countsrpar
A(r = “normal”) = 2, A(r = “suspicious’) = 3, and Example 2:Figure 2 describes the exchange of attributes
A(r = “malicious”) = 4. The mutability of the reputation between the RMS and the AUCS from our running example.
attribute could be modelled as a discrete-time Markov chdithe left part of the figure is devoted to access control. The
[16], [15] uniquely defined by the one-step transition matri attribute valueA, sent by the RMS at;., = clap(0) is
Thus, the entry in thé-th row andj-th column is the transition observed by the AUCS atyerm = clram(0) as Ay, ie.,
probability Pr(A4; = a | A;—1 = b) giving the probability that A4, =~ A,.
the attribute changes value toif its current value ish. For the right part of the figure, i.e., usage control, RMS
Figure 1 shows the Markov model for our running exampléends the fourth change of the attribute at cl4»(4), which
with the transition probabilities collected in a transitimatrix. is observed by AUCS ad, at timeclra(2), i.e., Ay ~ As.
These probabilities could be used in order to find whether
reputation has a certain value (eBxr(A = 2)). The transition

probabilities are taken from the history of changes stongd 6: Intentional and Unintentional Uncertainties

the RMS and shared with the AUCS: Observed attributes differ from their real counterparte du
to attacks, noise, delays during delivery, missed atteigut
06 04 0.0 0.0 etc. We calluncertainty a property on real and observed
Prob— | 0 03 02 00 (1) attributes which specifies how these values vary. The closer
0.0 02 03 0.5 observed values are to the real ones the more reliable the
0.0 00 0.1 09 enforcement of the policy. In this paper, we consider twasyp
of uncertaintiesunintentional(freshnessindcorrectnesy and
B. Observed Attribute Values intentional (trustworthinesﬁ

Only the attribute provider knows how the attribute behaves1) Freshness of Attributess an unintentional uncertainty
in time, but the reference monitor can also observe thigcurring due to the mutability of attributes. Generallyist



Attribute Provider
Real Attributes

clan(1) clap(@) clan(5)

Fig. 2: Real and Observed Attribute Values

property means that the latest observed value of an a#ribut In Figure 2, the reference monitor which is going to make
is out-of-date, while the current real value of the attrébig a decision after getting valug¢, may already know, that this
unknown. We introduce three types of freshness unceraintivalue is not certain. The attribute provider sending also
Freshness | (non-continuous checksjorresponds to sce- sends additional information that there should be one more
narios where only part of attribute changes is detectedusecachange {: = 1) in the attribute betweed 4 (5) — clap(4).

the checks are carried out through some time interval: Example 5:The RMS updates the reputation only when
- an execution is ended and the RMS receives feedback from
Je>0,m>0, emeN : Ay = Ac a resource provider. Applications run concurrently andheac

single execution may be long-lived and last for days. The

access decision to use the resource (made by the AUCS) is

Based on the reputation value dated by the last registered

feedback and on the number of applications currently rumnnin

. n the user’s behalf. Indeed, the ongoing applications @n b
Example :_%:After grantlng_ access to the user the AUC alicious but this fact will only be discovered afterwar@ibe

has to monitor the reputatlon.value during the usage. T ﬁly way to make the certain decision is to block the access

RMS sends the current reputation value only once per hourdﬂtil all running applications terminate. Instead, the A&JRas

?rd(T_r _to s?vbe :\(Ievsourctﬁs. h;]thi rerf)utaF::)ntp”f the ?ﬁer be:: e set up to make an access decision with some uncertainty
bma|C|ou?h iuggn. € tc ecKks fet;’:_" Shl use the sys er??agarding the current reputation of the user. This unagstai
ecause the 'S ot aware ot this change. is contained in the amount of jobs still active: (value).

. Fr_eshnes_s I (delays_in prqcessingynplies.that there are 2) Correctness:is affected by additive noises that usually
inevitable time delays in delivery of an attribute value e{due ist in case of non-accurate measurements. For example. th

to t? r!etv;/_ork Iatg_n(:)tl) an$hd$pl§|on making (evaluation cation attribute can be sensed only with the given prexisi
authorization predicates). That is: Thus, observed attribute values differ from the real ones:

In Figure 2 the attribute provider sendls and A, values,
while A3 is not sent. Thus, the reference monitor making
decision after gettingl, value (4;) uses the wrong input for
the decision.

/ " ’on . 7 ~
I >0,">0,d,"eN: A = A 3 >0, >0, €N: A = Aw

ClR]W(C/) > ClAP(CH) Ac/ = Ac” —+ N

When the attribute provider gets a request for the attrihnuteand N is a random variable that models additive noises

sends valuel, to the reference monitor (see Figure 2 againkesented in observed attribute values. The referencetanoni
Since the delivery takes some timg (., —,,) the attribute 5y know that the attribute value measured by the attribute
changes tad; and the access control system uses the WrORghvider is not precise. Thus, on getting a value (e4g) the

value for the .analysis. reference monitor makes the decision taking the mistake
Example 4:A user asks AUCS for an access. AUCS askg account. This case cannot be shown in Figure 2 directly.

RMS for the current reputation value of the user and getSExampIe 6:1t is known that the RMS reputation values
“suspicious”. The problem is that because of the delay in tr;lﬁ:ay differ from the real ones by a maximum bfor various

delivery when AUCS makes the decision the value becomgs,sons (e.g., some feedback could be lost). The AUCS should
obsolete, since a new feedback comes to RMS and tgg aware of the possibility of such mistakes.

reputation value changes to “malicious”.

5 ) 3) Trustworthinessis an intentional uncertainty. It appears
Freshness IIl (pending updates)corresponds to scenarios,g g result of the attribute provider altering attributesisra

where the current attribute value is uncertain since SOfRgyt of attacks during attribute delivery, storage, Sitrent
update queries are pending at the time of the access Lgy gaches guarantee only the integrity of an attribute by
evaluation. In this case, the attribute provider sends @hes: | 5jiqating a signature of the entity signing the attribioig, this
(i) the last certain attnb_ute value, (ii) addltlonal_lnmatmn does not guarantee trustworthiness. This uncertaintyneesu
on how the real value differs from the last certain value. ¢ either an attribute value, or a time of issuance, or both
The presence of the uncertainty freshness Il implies:  ¢an pe modified. It implies that the reference monitor dogs no
trust the attribute provider and assigns a confidence value f
. , each observed attribute. This value represents the ritjadi
clap(c” +m) < clpu(c) the attribute provider in the assertions it makes.

3¢ >0,¢">0m>0,c, "\ meN: A = Ao



Approaches which consider trust as a probability that anLet H be an event specifying that the policy holds and
interaction will succeed or fail can be used for analysis the specifies the opposite. Clearly, the policy satisfactiod an
probability for static attributes, i.e., the fact which can beviolation can be defined as:
either true or false (e.g., [29], [10]). For the computation -
of trustworthiness value a feedback collection mechanism o ETP(AO)QP(AE) (2)
is required, which is powerful enough to detect whether H ="P(Ag) U (P(Ag) NP(An))
the received value was modified. Naturally, if such check Definition 1: (Correct Enforcement of Access Control)

could be performed timely for all received values there is f it ts th it th i
intentional uncertainty in the system. However, such che k'€ reterence monitor grants the accesgaty It the policy
olds and denies it otherwise.

may require significant amount of resources and time (e. et G b ¢ ing that th ¢ i
checking the logs of service provider) and the information € € an event specilying that Ine reference monitor

about trustworthiness of a user may be collected only frofjants the access aiid specifies the opposite (i.e., denies the
time to time just to compute the reputation value. The pm)bleaccess). Thus, the correct enforcement of access control is
of trustworthiness formutable attributes, i.e., the attributes G=H, G=H ()
which have a wider domain of possible values, is an open
issue which is to be investigated. But our method only us
the probability of policy violation and does not depend an i
way of computation. We say that apolicy holds for usage controbn a time
The presence of the trustworthiness uncertainty states: interval [t : t.] if:
3¢ >0, ¢ >0,d,¢" €N: Ay =~ Ay 1) P(Ar)NP(Aks1)N...0P(A;) happens andi g (k) <
- tb<ClRI\4(/€—|—1),CZRM(Z) <t <CZRM(l—|—1);
PrlAc = Ao]=n, 0<n<1 2) P(A;)NP(Air1)N...NP(A;) happens andl p(i) <
i.e., the probability that the observed attribute is eqoathe ty < clap(i+1),clap(j) <te <clap(j+1),
real counterpart is below 1 and we assume that the referenee, all real and observed attribute changes occurringimit
monitor has the power to compuge Similarly to Correctness this interval do satisfy authorization predicates.
this uncertainty also cannot be shown in Figure 2. If there is at least one attribute value (either real or oleseyr
Example 7: The RMS sends to the AUCS the reputatiomvhich does not satisfy authorization predicates, we cadl &h
attribute is equal to “normal”. The AUCS does not trust thpolicy violation of usage control
RMS entirely and based on its internal estimates the AUCSDefinition 2: (Correct Enforcement of Usage Control) The
considers that the observed attribute has the “normal”evalteference monitor correctly continues the usage sessigR.at
but with a probability of 0.8. if a policy holds on intervaltye,m : tnow]. The reference
In the following sections we continue to use our runningnonitor revokes the access immediately when the policy
example taking into consideration only the uncertaintiés @iolation occurs.
Freshness lll type for access control (Section VI) and Fresh

ness | for usage control (Section V). VI. ENFORCEMENT OFACCESSCONTROL UNDER
UNCERTAINTIES

S
. Correct Enforcement of Usage Control

V. CORRECTPOLICY ENFORCEMENT ] ) )
Th £ boli ; timolies that havi bsg Correct enforcement is not feasible in the presence of
€ correct policy enforcement IMplies that having ObSEIVe, , -o tainties since the reference monitor is unable to show

attributes the referenc_e monitor e_nforces the policy éxaut that real attribute values satisfy a policy. The basic ideth®
the same fashion as with real attributes, and both obsenad %olicy enforcement oficcess controlinder uncertainties is:

real attributes satisfy authorization predicates. ) , )
1) The reference monitor evaluates the policy with respect
to observed attribute values.
) 2) If the observed values satisfy the policy, the reference
Access control starts at time.,, = cl.1p(0) when the user monitor runs an experiment which estimates to what
sends the access request and the initial attribute value. Th  oyient the observed attributes vary from the real ones.
reference monitor evaluates a policy only once and grants an ¢ this difference is negligible, the experiment succeeds

access to a resource at timg.,,, = clram(0) if the policy and the reference monitor allows the access.
holds. We say that thpolicy holds for access contrdft:

b Zﬁiﬁtigggspet}rr:jp;ji.(’:;?e initial observed attribute valug' Models for Access Control Enforcement
2) P(A,,) happens, i.e., the real attribute valdg, at the We suppose that the reference monitor is powerful to get
time the decision is made also satisfies the policy as@me probabilistic knowledge~ about a real attribute value
clap(m) < tperm < clap(m + 1) wherem > 0. based on the observed attribudg = a:
Note, that some _attribute changes may_happen b_etWe,;rj Prpy — Pr[P(Am)lflo = q]
and t,cr, but attribute values must satisfy security policy
exactly when the request is issued and later when the accggscifies a conditional probability that a value of realitaiie
decision is evaluated. A,, satisfies authorization predicates at timg,,, if the

A. Correct Enforcement of Access Control



observed attribute value at timg.,,, is equal toa. The The transition matrix (see Example 1) shows that if the
reference monitor computd3r z, using the following data: initial attribute value isA, = 3, then there are three possibil-

1) observed values of the attribute; ities for the value to evolve in one step: (i1; = 4) with

2) parameters of a stochastic process that models a Babs = 0.5; (i) (41 = 3) with Prss = 0.3; (iii) (41 = 2)
behaviour of an attribute; with Pr3s = 0.2. Since, the good states are 1, 2, and 3 then

3) a list of uncertainties presented in the system. Prpy =0.3+0.2=0.5.

Possible combinations of the last two factors produce a
variety of techniques orhow to computePrrys. AS an B. Cost Matrix

example, we refer the reader to [16], [15] where the behaviou . . .
P [16], [15] SWe would now like to estimate the cost-effectiveness of

of an attribute is modelled as a Markov chain and freshnea 4 enf hods. O Li find th
uncertainties exist in the system. Another example giventi e proposed enforcement methods. Our goal is to find the

[5] studies a static attribute (i.e. the attribute does hatnge expected _prof|(C> for enforcement ?f access contrgl. K

its value over time) in the presence of the trustworthiness'V€ assign monetary outcomes for granting and revoking

uncertainty. In our running example for access control wFcess. Correct enforcement is impossible in the presence

computePrz,, considering only Freshness Il uncertainty an&'c uncertalntle§ and mlstake§ in the decisions made by t.he

model the attribute behaviour as a discrete-time Markoincha'€ference monitor are unavoidable. We have four scenarios
Let Y be a random variable such that (events) of how the reference monitor acts under unceigaint

1 if uncertainties are acceptable o GNH true posm_ve grant access when pc_>I|cy hglds;
Y = 0 otherwise o GNH false negativegrant access when policy is violated;

« G N H false positivedeny access when policy holds;

Let 6(x) be a function, that is « GNH true negativedeny access when policy is violated.
1 ifx>th True positiveand true negativeare well-chosen scenarios,
o(z) = 0 otherwise while false negativeandfalse positiveare erroneous.

. Each scenario has a monetary outcome,dast the refer-
whereth is a real-value threshold. ence monitor loses/gains if a scenario happens(lLgtenote

We propose two models of enforcement for access contigl, cost of the true positive scenario, when the reference
under uncertainties: thresholdenforcement and #ip coin 1 onitor grants the access and the policy really hofds,

enfgr(iement. The reference monitor chooses one of th fep,Cm are the costs of the remaining scenarios, respectively.
models.

> _ The semantics of costs for access control corresponds {6 “pa
Definition 3: (Threshold Enforcement of Access Control)  per access” attributes, and specifies exact benefits asdsios
The reference monitor comput@zy, and grants access algy 5 given access request. Naturally, well-chosen scesari

tperm if: B have positive values, i.eCy, > 0,C, > 0, while the

1) P(Ao) happens; erroneous ones have negative costs, (&, < 0,Cj, < 0.

2) Y =1, wherePr[Y = 1] = 6(Prru), Finally, let C, be the cost to push/pull (observe) an attribute
otherwise, the access is denied. value.

That is, if the initial observed attribute value satisfies au Finding correct costs is not an easy task and usually regjuire
thorization predicates, the reference monitor grants doess a considerable amount of statistical data. Thus, we make the
if the probability that the real attribute valug,, also satisfies usual assumption for risk-based methods that the reference
authorization predicates is above a specified threstfald monitor has enough historical data to compute costs.

Definition 4: Flip Coin Enforcement of Access Control)

The reference monitor behaves exactly as in the threshaqld
enforcement but useBr[Y — 1] = Prgy; instead. C. Cost of Access Control Enforcement

Hence, if the initial observed attribute value satisfiehaut The expected profit received by the reference monitor
rization predicates, the reference monitor runs the ranelom processing a single access request is the sum of the costs of
periment that succeeds (returns grant) with probabifity;,, all 4 scenarios weighted on corresponding probabilities.
and fails (returns deny) with probability— Prg,.

In notation of events, we get for the enforcement of access (C) =Cup- Pr[gﬁ H|+Crn - Pr[f QE] ®)
control under uncertainties (either threshold or flip cpin) +Crp-Pr[GNH|+ Cy, - Pr[GNH|+ C,

G=PA)N[Y =1] (4) 1) Correct Enforcement:Since # and H are disjoint

G =P(Ay) U (P(Ag)N]Y =0)) events, i.ePr[H N H] = 0 and Pr[H| + Pr[H| = 1, from

_ ~ Equations 2, 3 and 5 we receive
Example 8:Consider the access control part of our running

example (see Figure 2). The AUCS gets valdg = 3 (C)r = Cip - Pr[H] + Cyy, - Pr[H| + C, (6)
("suspicious”) at timel,.,., and it knows that there was one
attribute change betweef),, and tpen,. Now the AUCS Pr[H] = Pr[P(/lo) NP(An) = @)

should evaluate whether the current reputation value is st - -
a good one, e.gPrgy = Pr[P(4,,)| 4 = 3. Pr[P(Ao)] - Pr[P(Am)|P(Ao)]



In what follows, we usePr[P(A,)] interchangeably with

o, andPr[P(A,,)|P(4y)] with 5. Note, that for the correct 8-q‘h Frpr——
access controb = 1. Finally, 1 -9 _?ri]p_cr?de
6 -\ = ¥ = Threshold |q
(), . =Cxp-a-B+Ch-(1—a-B)+C, (8) X Fug
cor P Q\ Bn‘ﬂ-ﬂ
al
2) Threshold EnforcementiVe point out that the probabil- \&,\ ssﬂn-ggsnﬂ
ity of a policy satisfaction for real attributes is conditally | \oV ﬂsﬂ'ﬂﬂasn-g
independent of the estimates made by the reference monito 5 \QV\
given that observed attribute values satisfy the policyintJs v ol s“‘v 7 |
this observation and Equations 2 and 4 we receive "b}g\
Pr[GNH] =a-8-PrlY = 1|P(4y)] ) 2 &vagmvww"w-
P H =a- (1-258)- - A
r[fﬂ H=a-(1-p5)-Pr[Y 1|P(f40)] Ll 000006000004
Pr[GNH]|=a«a-5-(1-Pr[Y =1|P(A4y)])
Pr[GNH|=a-(1-78)-(1—-Pr[Y =1|P(4)]) -6, : " = 55 o ”

. m
We assume that all access requests come with the sam

initial attribute valuez which satisfies authorization predicates.
Such a situation is modelled with an assumptioa- 1. With
this assumption, we get th®r[Y = 1|/P(Ag)] = Pr[Y =
1|4o = a] and 5 = Pr[P(An)| Ao = a] = Prra. Proof: Consider the first case when> Prry = 8 >

We denoteCy = 5'(Ot_p f_Of'n)+Of'n ande =0B-Crp+  th. We do not consider the case whBmr gz, = 8 = 1 since
Cin - (1 — ). From Definition 3 and Equations 9 and 5 W& js easy to see that the two strategies are equal at thig.poin

Fig. 3: Cost-Effective Enforcement of Access Control

get the average profit for a threshold enforcement: Now let us derive the conditions where the flip-coin strategy
if 3> th is better than the threshold one:
(O = Ca+ { gg Iotﬁer_wise 10) 2
¢ Cip- P +(Cfp+cfn)'5'(1_ﬁ)+

Cost-effective enforcement implies that we should pick a Cy, - (1 — 8)> + Cy > - (Ctp — Cpp) + Cpp + Ca
threshold which gives the maximal profit for all possible ) , )
average costs. Since the cost is a functior afhich takes any Ater algebraic transformations that gives:
value from 0 to 1, we should maximize the sum of costs for 8 < Cin—Cin
all 8. The argument, for which this sum attains its maximum, Ctp+Crn—Cy — Cyp

constitutes theptimal threshold value We see that the condition for the flip-coin strategy is better

=th

1 than that of the threshold violates the initial preposition
argt;nax/ (C)y dp B > th. Thus, if1 > 8 > th the threshold strategy is more
rofitable.
To obtain it, we solve the equation in which the derivative olfl2 In the same way we can compare the strategies with the

the integral takes zero: conditionsth > B > 0. We exclude3 = 0 point where the
h 1 / strategies are equal. In this case we get that th, that

( CqdB + / C, dB) =0 proving once again that the threshold strategy is bettegx
0 th h the points where the strategies are equal. |

Example 9:We show how different strategies cope with
Freshness Il uncertainty in our running example.
th — Cin — Cin (11) The AUCS gets the attribute valuk, = 2 at tperm and can
Cip+Cpn— Cipn — Cyp compute that there were exactly attribute changes between

Hence, the optimal threshold value is given by

3) Flip Coin EnforcementAll equations of a threshold en- ttry @NLper. The AUCS must then compute the probability

forcement are also valid for a flip coin enforcement. Takimgy t B thatl_the p;)licy hOIdSTa;P”m l;':\nk?_l_choose_ th? r:no&el kOf
assumptions made in the threshold enforcement and Deﬁnitfge policy enforcement. The probability matrix of the Marko

4, we obtain the average profit for a flip-coin enforcement pain was given in Example 1 and the probabilitycan be
acrt/ess reqluest: verage proti 'p-col P ound as (see also [16], [15], [13] and Appendix Al and A2):

(C) iy =Cip- B2+ (Crp+Cpn) - B- (1= B+ (12) B =Pr[P(An)|Ao = 2] = _6{; 3}(S - Prob™)[j]
Con - (1= B)? +C, e
the vectorS = [0; 1; 0; 0] specifies the initial attribute value.
Proposition 1: Threshold strategy is more cost-effective The AUCS makes monetary estimations and determines the
than flip-coin, except the points = 0, 5 = 1, and 8 = th, following costs:C}, = 10, Cy, = =15, Cyp = -1, Cy, =0
where the strategies are equéli),, > (C) f1ip- and to query an attribute we pay, = —2.



We performed a set of simulations in order to illustrate our 1) P(Ag) N P(A;) N ...NP(A,) occurs, i.e., all attribute
theory. We computed the average profit per access request for changes observed withim checks do satisfy the policy,
the correct enforcementC) ., for thethreshold enforcement  2) Vk =1,..,n : Y}, = 1, wherePr[Y), = 1] = S(Prk ),
(C),,, and for the‘lip—coinenforcemen(C>ﬂip. We varied the i.e., for each check the probability that a policy holds
uncertainties between real and observed attributes bgaser on this check should be above a specified threshold,
ing the numbern of attribute changes that occur between,  otherwise access is revoked.

andipe,m. We start fromm = 0 and go up ta30 unobserved  pefinition 6: (Usage Control Based on Coin Flip) The

attribute changes. _ _ reference monitor behaves as in the threshold enforcerént b
Figure 3 shows the results obtained. The average profit pRlesPr([v;, = 1] = Prh,,.

access request for theorrect enforcemenis always higher. 2y attribute Retrieval: Fresh attribute values could be
The decline of the correct curve occurs because while thiydehyshed or pulled. Without loss of generality we assume
increases the probability that the received value wouldli@  that the reference monitor is responsible for pulling hitté
policy also increases (because Bf[P(A.)|[P(Ao)]l = ). values. Since frequent attribute queries are not alwaysilpes
Since the attribute cannot get a bad valuerin=0 orm =1  expensive and lead to a performance slowdown, we assume
steps (starting from state) all three curves have the samenat several attribute changes may occur on a single check.
maximal value in these cases. The flip coin enforcement shogisch scenario brings the inevitable Freshness | unceytaint
the worse results with respect to the threshold enforcemeffice the reference monitor will observe only a part of e

which tallies with our theoretical findings. changes. The reference monitor should be aware that uedotic
attribute changes may violate a policy and result in a loss.
VII. ENFORCEMENT OFUSAGE CONTROL UNDER Our main concern is to find such intervals between queries
UNCERTAINTIES that give the maximal profit for the enforcement of a usage

Our model of usage control enforcement under uncertaint@eSSion- We propose two models of attributes retrieval. The
imposes that the reference monitor iteratively performeeh f'rSt_ one |spe_r|od|_c pull of attributesvhen the mterval_be_twgen
main activities. attribute quires is constant. The second modeapgriodic

1) Evaluates a policv and makes the decision based pull of attributes We assume that the reference monitor may
) policy 9 drease the profit if it selects the interval between quires
the observed attribute values. If the access decisi

is “denv”. the reference monitor terminates the usa rc!cording to the history of observed attributes during the
eny’, Lurrent session. Thus, there is a specific value of inteval f
session and halts.

2) Computes when the next attribute query should beé%h specific check.

performed.
3) Waits until the next check and when time elapses puls Costs of Usage Control Enforcement
a fresh attribute value. Possible combinations of decision making and attribute

The reference monitor executes these actions on@aatk A  retrieval launch a variety of enforcement models. Due t@spa
check is a time intervdl, : t.] between two adjacent observalimitations, we discuss only the models relevant for usage
tions of the attributed;_; and Ay, whereclgy (kK — 1) = tp, control and do not consider models discussed previously for
clrm(k) = t.. The time of the first check is,..,, when access control. We examine the cost-effectiveness of raodel
there is the observed attributk. The usage sessionontains when attributes are pulled periodically and aperiodicadhjle
a sequence of checks and: € N. the decision making is based on a threshold. In both models,
we set the threshold value to 0 and assume that no uncesainti
exist in the system except inevitable Freshness |. Suchrgssu
o i o o ~ tions allows the reference monitor to skip the executiorhef t

1) Decision Making:The basic idea of a decision making.andom experiment and just continue access if the observed
for usage control under uncertainties is the same as f{gfripute value satisfies a policy and revoke otherwise.
access control (see Section VI). The only difference is thatl) Cost of Usage Session in case of Periodic Checks:
the reference monitor should take into account all possibge start with a cost gained from the enforcement of a
changes occurred on a check. We assume that the referefiggicular usage session. The semantics of costs for usage
mo_nitor has t.he power to compute the probability that all reggntrol corresponds to “pay-per-time-of-usage” attris,tand
attributes satisfy a policy on theth check specifies the benefits and losses the system gains in a unit of
Pr%M = Pr[P(4;)N...N P(Aj)lflk_l —ap 1 NA, = ax] _time. The syste_m receives_ profit if a policy holds on a time

interval and this revenue is proportional to the duration of

whereclap(i) < clpp(k—1) < clap(i+1), clap(j —1) < the interval. In opposite, the system suffers losses duthieg
cry (k) <cap(j). policy violation time. There are three costs for usage @aintr

We propose two models of a decision making for usad§ ¢, - the gain per atomic interval of time when all changes
control under uncertainties: a threshold and a flip coin. of real attributes satisfy the policy; (i}, - the cost per

Definition 5: Usage Control Based on Threshold) The atomic interval of time when the policy fails; and (i), -
reference monitor continues the access aftgrolicy checks the cost paid for the attribute retrieval and the re-evabunadf
at tpow = clrar(Ay) if: access decision.

A. Models for Usage Control Enforcement



The usage session is associated with a sample sequenceExample 10:We continue our running example comparing
of a stochastic process which models the behaviour of a reariodic and aperiodic checks.
attribute. That is: The AUCS selects the following costg, = 3, cf, = —5,
and C, —2 on the basis of previous behaviour of the

s (Ao =ao)N (A1 =a)N...N (A = ar) reputation attribute. The AUCS exploits discrete-time ktar

Let n state a total number of checks in the session befo#Bain (Equation 1) to model the behaviour of the reputation

revocation. This means that after the last check the rederernd find the best strategy for querying this attribute.

monitor revokes the session, i.82(A,,) happens andi, For the periodic checks, the probabilBr[s] is:

A,. Let ¢ be a number of attribute changes on a check. Since

checks are periodig, is a constant for any check ahd- n-q.

A cost C, of a particular usage session depends on the time

T4 When an attribute satisfies a policy, on the timewhen

the attribute violates the policy, and a number of checks

(13)

~

n—1
* ky n
Pr[s] = Pr} - ([[ Pr}, . () - Prir ., (a)
y=1

WherePr?yij (¢) is a probability of the reputation change
from the valuej, to the valuej,; taking the set of values,
on the interval between changd; is a probability that the

attribute will have the certain good value at the first check.

Cs=cip 1g+cm 1+Cq-(n+1)
Let #(«) be a function such that

0(z) = 1 if P(A;) happens
)7 0 otherwise, i.e., a policy violation happens
Then,r, and 7, are given by

ky
.jyjy+l

q—1
Pr (q) = H Pr.fzfz+1
z=1

Pr; ;. ., is an element of the matriRrob of one-time tran-
sition probabilities (Equation 1). Clearlyy = j,, fq = jy+1.
and k, determines concrete values §f, ..., f;—1}. There
aremi—2 possiblePrfjij(q) if j, andj,4, are fixed.

For aperiodic checks the computations are similar to ones
above. However, since the reputation is modelled as a Markov
chain, the probabilistic behaviour of the reputation digni

-1

79 =Y (clap(j+1) = clap(j)) - 0(5)

J=0
Tp = ClRM(TL) - CZRM(O) —Tg

In fact, s is a random event and |ePr[s] denote a

probability thats occurs. Thus, theaveragecost of usage

cantly depends on the current state of the random process.

control enforcement will be a sum over every possible Coﬂws,q now depends on the current value of the reputation

weighted by the probability of:
(C)g =Y Pr[s] - C,

ses

(14)

where S contains all possible sample sequences associa

with usage sessions enforced under uncertainties.

Cost-effective enforcement implies that the referenceimo

tor should choose sugfthat maximizes profitarg max, (C),.

2) Cost of Usage Session in case of Aperiodic Checks:
In case of aperiodic checks, a number of attribute changﬁs

occurred on each check is different. There is a Qet=

{¢1,42, -..,qn} and eachy; tells how many attribute changes
happened on théth check. All formulas given for periodic

n

and the AUCS selects a specific interugl on the basis

of the last observed valuel, ; = a;_;. Markov process
quickly converges to a steady state. Therefore, the AUCS
?o(glsidequi < Gmaz, Whereqmaz. |s the.number of changes
When the distribution of probabilities differs from the atly
state distribution by some small valde For a more detailed
description see Appendix B.

We performed several simulations to check the values
rovided by our theoretical equation. To evaluate the agéri
ecks we carried out an exhaustive search of the optimal
lengths of intervals between checks and found the values
g = 7, ¢ = 4, and g3 = 1 if the current observed
value is “general”’, “normal”, and “suspicious” respective

checks are valid for aperiodic. Only a number of attributrl-: e computations of; are only required ones the policy is
changes is different, and for aperiodic checks we have th q §

- eployed in the system.
L= 2 ¢ We also useC)q to denote the average cost OPaThe results of the simulations are shown in Figure 4. Since

the Sggge control enforcement under aperiodic checks.  there is no single interval for aperiodic checks, we display
Cost-effective enforcement implies that the reference -moaperiodic checks as a straight line.
itor should choose sucf) that gives the maximal profit, i.e., First, both periodic and aperiodic checks are close enough
arg max, (C)q. The simplex method can be used to figd to the theoretical curves. Second, the simulations ilstr
for which (C) attains the maximum. The application of suclour proposition regarding the fact that aperiodic checles ar
methods is left behind the scope of this paper but initish&leat least as cost-effective as periodic ones. In our example,
can be found in [2], [27]. aperiodic checks are about:% more cost-effective then
Proposition 2: Aperiodic checks are at least as good gseriodic checks. Third, the analysis of the periodic checks
periodic checks in terms of cost-effectivene&S), > (C),. shows that the average cost of the session has the maximum
Proof: The proof follows from the fact, that the methodvalue when the interval between checks4is The smaller
selects the sep with the best average cost within all possiblénterval is ineffective because we pay more for requesting
@'’s. Note, periodic checks may be considered as a particuéar attribute. The bigger intervals are ineffective, beeaihe
case of aperiodic checks when all intervals are equal. B system misses more policy violations.
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computes all uncertainties associated with observedatés

and runs the random experiment to get a value of a random

B e T et PP variableY'. If Y = 1, the risk PDP outputs “grant” and “deny”

otherwise. Decisions of both PDPs are combined as “deny-
30} ‘,®“'®‘®- override”, i.e. the PDP sends “grant” to the PEP only if both
@/ , the logical and risk PDPs grant the access.

By \®‘~®\ ) Policies used by the logical PDP can be written in any

@ appropriate language to formalize the UCON model, e.g. a

40

20}/

<C>

] POLPA language [4]. The risk PDP additionally uses risk
1@ ] policies, i.e. a cost matrix, specifications of stochastic-p
cesses which model the behaviour of attributes, and valfies o
10f pw——— thres.holds. In fgct, securit.y and r.isl_< policies can be pfedi
— — . Aperiodic checks (simulation) by different parties (security administrators).

- X = Periodic checks (theory) ] The scheduler is managed by the risk PDP and is responsible
| £ Pperiodic checks (simuiation) to collect and process attribute observations. When a new
1 2 3 | fterval Eetweei Checls 8§ 9 10 attribute valgg is pushed to the reference mqnitor, thechdbe
transforms it into the proper format and triggers both PDPs
to re-evaluate the access decision. During usage cont@l, t
scheduler usually pulls new attributes from the AP and then
again processes them and forwards these observations to the

Fig. 4: Cost-Effective Enforcement of Usage Control

PAP
@ uconH Risk PDPs. The risk PDP is responsible for informing the schedule
= T Policyf Policy about how and when attribute queries should be initiated:

either periodically or aperiodically.

PEP ) Attribute IX. RELATED WORK

; Provider
Risk PDP

This paper is an extended and revised version of our pre-
vious works. An initial description of uncertainties impiag

Reference Monitor

Y access and usage control is given in [16], [15]. In additiba,
Resource papers describe algorithms for the computation of prohggsl

on the basis of discrete [16] and [15] continuous-time Marko
chains. This material is briefly presented in the Appendix.
Our work [17] focuses on the cost-effective enforcement of
access control under uncertainties. The current papendste
the part on access control and adds the part on the cost-
effective enforcement of usage control. Moreover, we pievi
The architecture of the reference monitor should be tungfl architecture of reference monitor for the enforcement of
to capture the presence of uncertainties. Figure 5 shows Hfi@ess and usage control policies.
overall architecture consisting of the following compotsen Data freshness is an important property of many com-
o Policy Enforcement Point (PEP) is a component whicputer systems (e.g., data caching, replication systents, da
intercepts invocations of security-relevant access rstgue warehousing, etc). The property was widely studied by the
suspends them before starting, queries the PDP for accessputer science community during past years [6], [26].
decisions, enforces obtained decisions by resuming siecently, the importance of authorisation information ® b
pended requests, and interrupts ongoing accesses whpro date during the access decisions was stated by Krishnan
the policy violation occurs; et al. [18] and Niu et al. [24]. Authors formally define two
« Policy Decision Point (PDP) is a component which evakecurity propertiesweak stale safetand strong stale safety
uates security policies and produces the access decisianthors design enforcement and decision points for group-
o Attribute Provider (AP) is a component which managesased Secure Information Sharing (g-SIS) system as State
attributes and knows their real values; Machines and use model checking to show that the points
o Policy Administrative Point (PAP) is a component whictsatisfy defined properties. Instead, we empower the decisio
provides and governs security policies. making procedure with a probabilistic model, which takese in
Note that in the settings of a distributed environment eaelccount the possibility of unnoticed change of attributksoA
component can run on a different host. we show, that even if unnoticed changes occur, a system owner
The main novelty of the policy enforcement under uncecan still obtain profit from the exploitation of the system.
tainties is that the PDP also consists of several componeriially, we extend our approach for a more complicated case
the logic PDP, therisk PDP, and thescheduler of decision making in usage control.
The logic PDP behaves as a usual PDP [19] and evaluate€ost-effectiveness of access and usage control is frelguent
logical predicates over observed attributes. The risk PPalysed on the bases of a risk notion. Some authors use risk

Fig. 5: Architecture of Reference Monitor

VIIl. A RCHITECTURE OFPOLICY ENFORCEMENT UNDER
UNCERTAINTIES



as a static parameter which simply helps to assign corre]
privileges taking into account possible losses [20], [129].

For example, Skalka et al. [29] discuss an approach for risﬁ
evaluation of authorisations. The formal approach is used t
assess and combine the risks of assertions that are useel in th
authorisation decision. Other authors use risk as a dyradiyic (8]
changing value which depends on the current value of pa&ssibl
losses and benefits as well as on the probability of abusing
granting privileges by a concrete subject [9], [21], [7].iDe [9]
et al. [9] propose to compute the risk of granting the access
to the resource and to grant the access if the risk is less
than a threshold. Ni et al. [23] consider a risk-based acces
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M. Bouzeghoub and V. Peralta. A framework for analysis dafta
freshness. InProceedings of the 2004 International Workshop on
Information Quality in Information Systemgages 59-67. ACM, 2004.

1 P.-C. Cheng, P. Rohatgi, C. Keser, P. A. Karger, G. M. \aigand A. S.

Reninger. Fuzzy multi-level security: An experiment on wfifeed risk-
adaptive access control. Proceedings of the 2007 IEEE Symposium
on Security and Privagypages 222-230. IEEE Computer Society, 2007.
M. L. Damiani, E. Bertino, and C. Silvestri. Approach tapporting
continuity of usage in location-based access controlPrvceedings of
the 12th IEEE International Workshop on Future Trends oftibhated
Computing System$EEE Computer Society, 2008.

N. N. Diep, L. X. Hung, Y. Zhung, S. Lee, Y.-K. Lee, and H. e
Enforcing access control using risk assessment. Piloceedings of
the Fourth European Conference on Universal Multiservioetvworks
(ECUMN’07), pages 419-424. IEEE Computer Society, 2007.

N. Dimmock. How much is“enough”? risk in trust-basedegs control.

control system which assumes that the access to a resourcein Proceedings of the Twelfth International Workshop on Eimapl

can be granted to a risky subject if mitigation actions (post
obligations) will be applied in the future. [11]
Several authors paid more attention to incorporating risk
semantics in access policies rather than to the computation
risk. For example, the policy language, proposed by Azid.et F2
[3], contains three types of risks: operational, combiratp
and conflict of interest. Dimmock et al. [11] show how OASIS
access control system and its role-based policy language £
be extended with trust and risk analysis.
[14]
X. CONCLUSIONS ANDFUTURE WORK [15]

In this work we investigated how access and usage control
could work in presence of uncertainties. We have identified
several types of uncertainties which can affect the acoess d [16]
sion made by the reference monitor and defined threshold and
flip-coin policy enforcement models which are able to make
a decision under uncertainties if the required probaeditire [17]
available. We have shown that the threshold strategy is more
profitable and showed how to select the threshold to maximise
the profit. [18]

Another important contribution of this work is that we have
discussed periodic and aperiodic models for usage coittnel.
simulation results conform the theory: aperiodic checles ap9]
more cost-effective than the periodic ones. On the othedhan
periodic checks is a simpler model and the complexity of ti%o]
aperiodic model may outweigh the benefits.

In our future work we would like to consider computation?1l
of probabilities of policy failure under intentional untainty
when mutable attributes are considered. Current stateeof (2]
art can be applied only to static attributes and we wouldtike
extend the applicability of our theory for more general sase 23]
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formisation starts with replacing the transition rates arikbv

chainv; with a sole transition rate, such asy > v;, Vi € I,

where [ is the set of nodes of the continuous-time Markov

In the appendix we present a brief solutions of severg}ain |f, — max v;, then the one-step transition probabilities
computational problems related to Markov chains theory.

APPENDIX

of the d|screte tlme Markov chain are defined as

A. Computation of Transition Probabilities By = { ﬁpial‘/i: L, VZ: # 37 (18)

We discuss in details a method for computation of transition =5 Vi=]
probabilities based on discrete-time (DTMC) and contirssou Now we have all required parameters for the computation
time (CTMC) Markov chains. We define the following vari-of Pr;;(At) and we skip the mathematical proofs, which can
ables: € Qg is a value of an attribute. By; we denote the be found here [30, pages 167-168].
value of the attribute in the staiet, is the time (step) when v —to)"
we know the exact value of the attributé;is the time (step)  Prob(At) Z e~V (F'—to) . Ol 9)
when we make an access decision about the usage session. n! '

1) Discrete-time Markov ModelFirst, we consider a ran- for Vi It >t 45 b vel ted
dom process represented as a DTMC. Our goal is to compucfr i€ = %o, an %’ can be recursively compute
the probability Pr;(q) of the process to be in the stateStarting withpy) = 1 andp;;” =0 for i # j from
j if the process started from the stateand exactly g (n—1) _
transitions occurred. There is a vector of such probadsliti pw) - Z Pik : Prjp =12 (20)

Si ((J) = [Pril (q)v Pri2 (Q)a s aPri|QaM7‘| (Q)]! where |Qattr| wRel

is the number of elements in the doma;... S;(¢) can be For fixedt’ > t, the infinite series can be truncated because
found using Kolmogorov-Chapman’s equation [30]. Assum@f the negligible impact of the residue. The truncation nemb
that we know the initial valuer; of the process of the U (upper limit of summation) in Formula 19 is chosen as
attribute atty. Thus, onlyPr;;(0) = 1 and others aré, i.e., Uevtte ot (21)

Si(0) =1[0,0,...,1,...,0]. The value of the vectors @&t is
for ¢ with 0 < ¢ < ¢y(¢), € is a tolerance number [30, p. 169].
N o . q 0

S(#) = S(to) - Prob (15) Prob(At) is a matrix of all possible transition probabilities
whereProb is a transition matrix composed by probabilitieprobabilities after timeAt passedPr;;(At) is the element
of transitions from a staté(row) to a statej (column),Prob? on the crossing of thé?” row and thej** column.
shows the matrix in powey.

2) Continuous-time Markov ModelNow, we consider a g conyergence of a Markov Chain to the Steady State

slightly different situation when we know only the time pads If th bute beh ol he Mark h
from the last check of an attribute. We assume that the aeerag t e_a_ttn ute be a\_/|our offows the Markov property, the
obabilities of the attribute to be in a certain state coges

time between changes of the attribute value is exponeﬁu ! tat teady state) steady state distributicn ki
distributed with the rate parameter This assumption allows [© @ Stationary (steady state) steady state distributianc
ind the numbern,; of transitions when the distribution of

modelling the behaviour of attribute values using CTMC. babilities differs f h q distribution 4
define the rate parametey of an exponential distribution for probabilities difiers from the steady state distributionany
small value [22].

the time of jumping from the stateto another state and the

average life- t|me— of the attribute in state;. Also p;; is the < Ine

= —T, <T, c<1/2
one-step transmon probability (the probability that fhvecess nst = 7(€) < [ln(QC)] 7)< T, /
makes a direct jump from a statéo a statej without visiting Ta,(t) =min{t : Ay (t) < €}, 7(e) = max 7, (¢)
any intermediate state). Using andp;; we can evaluate the @5 €Qattr

probability Pr;; (At) of the attribute transition from the state Ag. () =|pt — x| = 1 Z Ipt (a) — m(a)|
i to the statej during time intervalAt. : °

The transitions between the states are described with th
infinitesimal transition ratesqg(; € ). The infinitesimal
transition rates are defined as

as€Qattr

ere A, (t) is a distance between distributiosf, and
steady state distributiom, when process starts from the initial
statea, andt transitions occurred.
qij = Vi Dij, VZ,]EIand’L#] (16)

The infinitesimal transition rates uniquely determine the
ratesy; and one-step transition probabilitipg;:

qij
=D G pi=0 (17)

Vj#i Vi
We apply auniformization method to compute transient
state probabilitie®Pr;;(At) [14], [30]. The method replaces



