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Abstract. The usage control (UCON) model demands for continuous
control over objects of a system. Access decisions are done several times
within a usage session and are performed on the basis of mutable at-
tributes. Values of attributes in modern highly-dynamic and distributed
systems sometimes are not up-to-date, because attributes may be up-
dated by several entities and reside outside the system domain. Thus,
the access decisions about a usage session are made under uncertainties,
while existing usage control approaches are based on the assumption that
all attributes are up-to-date.
In this paper we propose an approach which helps to make a rational
access decision even if some uncertainty presents. The proposed approach
uses the continuous-time Markov chains (CTMC) in order to compute
the probability of unnoticed changes of attributes and risk analysis for
making a decision.

Keywords: usage control, freshness of attributes, risk, continuous-time
Markov chains.

1 Introduction

The usage control (UCON) model, proposed by Sandhu and Park [20], is a
successor of access control which unifies recent advances in access control in one
solid model. Access decisions in UCON are based on the values of attributes,
similar to the attribute-based access control model [25]. The main peculiarity of
UCON is the assumption that some attributes may change after granting access
to a subject [16]. Thus, the access decision has to be made not only before a
session, but also during the session. These principles of UCON are known as
mutability of attributes and continuity of control.

The model works well until we are sure that values of attributes we have are
the real current values. In fact, in some cases values of attributes used for the
access decision making are old. Such situation happens because these attributes
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might be checked only in some discrete points of time. The real values of the
attributes between these points of time are unknown. Natural solution can be
to reduce the interval between these points, but this is often impossible because
of the cost of the checks (in terms of additional resources, bandwidth, CPU
cycles required for getting and processing new data, etc.). Sometimes it is simply
impossible to get fresh values of attributes because of natural delays of delivery
(e.g., rating of an on-line seller is several weeks old because buyers provide their
feedback only after some time after a deal is accomplished). Thus, we have to
make an access decision using old, not fresh values.

Krautsevich et al. [13] proposed an approach based on risk analysis which
helps to predict when possible losses caused by an incorrect decision overcome
possible benefits in the presence of uncertainty. The authors proposed to ex-
ploit the discrete-time Markov chains in order to estimate the probability of a
violation of security policies. The discrete-time Markov chains are well suited
when the number of changes of an attribute is known (e.g., in an on-line auc-
tion, a number of accomplished deals is known, even if not all feedbacks have
been uploaded). The authors also considered a simple policy: policy consisted
of rules that contained one attribute and a threshold. Note, that risk in such
approach arises because of imperfect system (impossibility to get fresh values of
attributes) rather than because of existing threats for a system, as risk is usually
used in the security community [23, 9, 5, 22, 7, 19].

The main contribution of this paper is the approach which is more suitable
for the attributes for which we do not know how many times the attributes
have changed, but know the time elapsed since the last check (when the exact
value was known). Moreover, the current approach is applicable to more complex
policies composed of atomic rules that makes the analysis more practical. We
have shown that policies can be analysed in two different ways depending on the
cause of losses (losses caused by failure of an attribute or failure of the whole
policy).

The rest of the paper is organised as follows. We provide basic information
about UCON, risk, and considered uncertainties in Section 2. Section 3 describes
the running example used in the paper. We present a method for risk-aware
decision-making on the basis of CTMC in Section 4. Section 5 describes the
risk-aware decision-making for complex policies of several attributes. Possible
risk mitigation strategies are outlined in Section 6. We conclude the paper with
the related work (Section 7) and the conclusion and future work (Section 8).

2 Background

2.1 UCON

The most important features of the UCON model in the context of our paper
are mutability of attributes and continuity of control. Mutability of attributes
means that attributes required for making an access decision can change during
a usage session. Therefore, it is not enough to evaluate attributes once before



the access is granted, but continuous evaluation is also required when the usage
session is active.

Next to usual authorisations the UCON model also checks for conditions and
obligations. Authorisations are the logical predicates which depend on attributes
of subject and object (location of the subject, size of the object, etc.). Other
attributes (of the environment in general) which can affect access decisions are
taken into account in conditions (e.g., amount of space left on the hard disk, time
of the access, etc.). Obligations are the actions which must be fulfilled (e.g., a
subject must sign an agreement before accessing a resource). In this work we
concentrated on authorisations and conditions only.

2.2 Risk Analysis

Risk is a well-known instrument for assessment for making decisions when some
uncertainties present. The idea is to assess possible losses and compare them with
possible benefits. In most cases risk is used to judge if a system is secure enough
or some additional controls should be installed. Uncertainties in this cases are
expressed as average probability that a threat will occur. The following well-
known formula is used for computation of risk [9, 23, 1]:

Risk = Probability of event× Impact of event (1)

In our paper we consider uncertainties about the actual values of attributes
which are required for making an access decision.

2.3 Uncertainties

There are two types of unintentional uncertainties which arise during collecting of
attributes: timeliness and currency [4]. These uncertainties may lead to incorrect
decisions, i.e., allow access when it should be forbidden or grant access to an
unauthorised party. Timeliness means that we cannot check an attribute very
frequently because of some reasons (e.g., it is simply impossible, or impractical,
or too costly, etc.). An example of such attribute could be position of a person
every half an hour. Sending such information every minute will consume too
much power, bandwidth, and CPU cycles of a monitoring system. Currency
is a problem of other kind: there is a natural delay in the delivery of a fresh
value. After accomplishing a deal an on-line buyer waits for the delivery, tests a
product, and only then submits its feedback. All this time other buyers see the old
reputation value of the seller. In our approach we take these two uncertainties
into account by predicting a real value of an attribute and checking if access
policies are satisfied.

Our approach can be also applied to some intentional uncertainties, though
the problem has to be stated a bit differently. Imagine, we have one trustworthy
value at some point of time. When we get a new value we may have some doubts
about its trustworthiness, i.e., we believe that there is a possibility that the value
is fake. Then, our task is to check how trusted is the recently sent value.



Fig. 1. Structure of the R&D department

3 Running Example

As a running example, we consider a research and development (R&D) depart-
ment of a small company, which develops and produces prototypes of novel
electronic devices. The department consists of a laboratory, an assembly shop, a
library, a coffee bar, and the corridor, which connects all these rooms. There is
an additional direct door from the laboratory to the shop. The structure of the
company is presented in Figure 1.

In the example, we consider an engineer who works on a new project and uses
a tablet computer for this purpose. In order to protect secrets about new devices
from a possible leakage, the personnel is not allowed to access and use sensitive
information outside of the laboratory and the assembly shop. The engineer is
allowed to use his device outside of the laboratory and the assembly shop for
any other purposes but for working on the project.

The position of any person which has access to trade secrets is controlled
by a location tracking system. A special sensor is implanted into the tablet
laptops which sends the information about the position of the device every 15
minutes. It has been found that often the engineers go to the coffee bar to take
some coffee and do not close the usage session of projects. Thus, sometimes
they have access to the secrete information outside of the allowed rooms, while
sessions are still active and the next position check will be only several minutes
afterwards. Reducing the period between position checks results in more power
and bandwidth consumptions. Thus, there is a need for rational determination
of the time when the check has to be scheduled.

4 Risk-aware Decision for Policy of One Attribute

In this section we consider the usage of an object that is controlled by a policy of
one rule that constraints one attribute. The generalisation for policies of several
rules is done in Section 5. We assume that we know a precise value of an attribute
in some point of time in the past and would like to tell if we should continue
the session or should stop it, even if there is some uncertainty about the current



value. In order to make a rational decision, we, first, compute the probability
that the attribute has changed and its current value violates the policy. Then
we apply risk management (using Formula 1) to make a decision under this
uncertainty.

4.1 Computation of Probability

We start with the evaluation of the probability of policy violation. We consider
a discrete attribute and assume that attribute satisfies the Markovian property,
which means that a future attribute value depends only on the present value and
does not depend on its previous values. Another assumption is that the aver-
age time between changes of attribute value exponentially distributed with the
rate parameter v. These assumptions allow modelling the behaviour of attribute
values using a CTMC.

The Markov chain contains states and transitions between states. The states
of the chain represent the values of the attribute, and the transitions describe
the changes of the attribute. The values of attribute can be grouped into two
domains: the “bad” domain B and the “good” domain G. If the attribute takes
a value from the “bad” domain then the policy is violated and the usage session
should be revoked. If the attribute takes a value from the “good” domain then
the policy holds and the usage is continued. The states of Markov chain can be
gathered into two groups IB and IG respectively. The set of all values of attribute
is X = B ∪ G and the appropriate set of states is I = IB ∪ IG. In addition, we
define the following variables:

– x ∈ X is a value of the attribute. By xi we denote the value of the state i;

– vi is the rate parameter of exponential distribution for the time of jumping
from state i to another state, the value 1

vi
is the average life-time of the

attribute with the value xi;
– pij is the one-step transition probability (the probability that the process

makes a direct jump from the state i to j without visiting any intermediate
state);

– t0 is the time when we know the exact value of the attribute;
– t′ is the time, when we make an access decision about the usage session. The

last update of the attribute was at t0.

We assume that the values vi and pij can be determined and adjusted using
statistical methods during the analysis of the past behaviour of the system. The
history of an attribute changes between possible states is require for this purpose.
Using vi and pij we can evaluate the probability of policy violation on the basis
of the approach described below.

The transitions between the states are described with the infinitesimal tran-
sition rates (qij ∈ Q). The infinitesimal transition rates are defined as

qij = vipij , ∀i, j ∈ I and i 6= j. (2)



The infinitesimal transition rates uniquely determine the rates vi and one-
step transition probabilities pij :

vi =
∑

∀j 6=i

qij . (3)

pij =
qij

vi

. (4)

Suppose, the value of an attribute is xi ∈ G (we are in state i ∈ IG) at time
t0. We need to find the probability of xj ∈ B (j ∈ IB) during the period from
t0 till t′. This problem is solved by replacing “bad” states with an absorbing
state. An absorbing state is the state which the process can not leave. The way
to model an absorbing state is to set leaving rates to zero. In our case the whole
subset of states IB should be replaced with one adsorbing state a. The modified
Markov chain can be seen as

I∗ = (IG) ∪ {a} and v∗i =

{

vi, ∀i ∈ IG;
0, i = a.

(5)

The modified infinitesimal transition rates correspondingly:

q∗ij =











qij , ∀i, j ∈ IG with i 6= j;
∑

k∈IB

qik, ∀i ∈ IG, j = a;

0, i = a, ∀j ∈ IG.

(6)

In the sequel, all indicators with ∗ refer to the Markov chain with absorbing
states (e.g., q∗ij , v∗i , etc).

Example 1. The location attribute in the R&D department is a Markov chain
of five states (see Figure 2a). However, the number of states can be modified,
because the access to the database should be forbidden if the researcher is in the
library, the coffee bar, or the corridor. Thus, these states could be replaced with
one absorbing state a. The modified Markov chain is presented in Figure 2b.
The following one-step transition probabilities (P ) and rates (V ) have been
determined according to the past observations.

P =













0 0.7186 0 0 0.2814
0.7200 0 0 0 0.2800

0 0 0 0 1.0000
0 0 0 0 1.0000

0.4976 0.4976 0.0021 0.0028 0













, V =













0.0167
0.0250
0.0083
0.0333
2.0098













. (7)

In the example we consider that time is measured in minutes. So the rate
v1 = 0.0167 means that the chain leaves state 1 with the average time tavg =
1
v1

= 60 minutes.
Let the matrix Q of the infinitesimal transition rates qij for initial chain be

computed using Equation 2.



Fig. 2. Markov chains for User Location

Q =













0 0.0120 0 0 0.0047
0.0180 0 0 0 0.0070

0 0 0 0 0.0083
0 0 0 0 0.0333

1.0 1.0 0.0042 0.0056 0













. (8)

The matrix Q∗ of the modified infinitesimal transition rates after inserting
of the absorbing state according to Formula 6 is given by:

Q∗ =





0 0.0120 0.0047
0.0180 0 0.0070

0 0 0



 . (9)

The matrix V ∗ of the modified according to Formula 3 rates given by:

V ∗ =





0.0167
0.0250

0



 . (10)

Now we need to find transient probabilities from the initial state i into absorb-
ing state a , i.e., the probaility of policy violation. We apply the uniformisation
method to compute transient state probabilities p∗ij [12, 24]. The uniformisation
method replaces a CTMC by a discrete-time analogue, which is more suitable for
numerical computations. The uniformisation is done by replacing the transition
rates of Markov chain v∗i with a sole transition rate v∗ such as

v∗ ≥ v∗i , ∀i ∈ I. (11)

Usually, the following strategy is applied:

v∗ = max
∀v∗

i
∈V ∗

v∗i . (12)



The discrete-time Markov chain makes a transition from a state with prob-
abilities

p∗ij =

{

v∗

i

v∗
p∗ij =

q∗

ij

v∗
, ∀ i 6= j;

1 − v∗

i

v∗
, ∀i = j.

(13)

Now we have all required parameters and we can skip the mathematical
proofs, which can be found here [24, pages 167-168]. Finally, the transition state
probabilities can be found as

p∗ij(t
′) =

∞
∑

n=0

e−v∗(t′−t0)
(v∗(t′ − t0))

n

n!
p∗

(n)
ij , ∀i, j ∈ I and t′ > t0. (14)

where p∗
(n)
ij can be recursively computed from

p∗
(n)
ij =

∑

xk∈I

p∗
(n−1)
ik p∗kj , n = 1, 2... (15)

starting with p∗
(0)
ii = 1 and p∗

(0)
ij = 0 for i 6= j.

For fixed t′ > t0 the infinite series can be truncated because of the negligible
impact of the residue. The truncation number M (upper limit of summation) in
Formula 14 can be chosen as

M = v∗t′ + c
√

v∗t′ (16)

for some c with 0 < c ≤ c0(ε), where ε is a tolerance number [24, page 169].

Equation 14 gives a matrix of probabilities. The probability of policy violation
is pv = p∗ia(t′) in case we consider the transition from the state i to the absorbing
state a.

Example 2. We continue Example 1. Choose v∗max = max
V ∗

v∗i = 0.025 according

to Formulas 12 and 10. The matrix P ∗ of transition probabilities for the discrete-
time Markov chain according to Formula 13 is given by:

P ∗ =





0.33 0.48 0.19
0.72 0 0.28
0 0 1



 . (17)

Suppose that we know that an engineer is in the lab (state 1) at time t0 = 0.
Using Formulas 14 and 15 we find that at t′1 = 7 minutes the probability that the
engineer has left allowed area is p1

v = p13 = 0.0330, while the same probability
after t′2 = 14 minutes is p2

v = p13 = 0.0659.



Satisfied policy Failed policy

Continue access C
CS

C
CF

Revoke access C
RS

C
RF

Table 1. Decision matrix

4.2 Decision Making

Two possible decisions about the further access are to continue or to revoke the
access. Therefore, possible outcomes of such decisions under uncertainty are:

– usage session is continued when it should be continued;
– usage session is continued when it should be revoked;
– usage session is revoked when it should be continued;
– usage session is revoked when it should be revoked.

Every outcome either results in some benefits or losses. Therefore, we assign
a cost to every outcome (see Table 1). The cost is a qualitative value (e.g., the
amount of money) which represents the utility of the outcome for the company.
We assume that the cost is positive if the right decision is made (e.g., the resource
owner gains benefits allowing usage for a unauthorised subject). The cost is
negative in the case of wrong decisions (e.g., the resource owner suffers losses if
the access is granted erroneously).

Usually, the benefit of allowing the access to a right user is a fixed value,
e.g., a user pays money for the usage of a resource to the resource provider. The
benefit of revocation of the access to a malicious user often is zero, because there
is no explicit benefit of such action. The loss of allowing access to a malicious
user is either policy specific or depends on the nature of the attributes (see
Section 5.2). The loss of revoking access of a regular user is, usually, results in
some loss of reputation, however sometimes losses caused by revoking access to
a regular user are significant since in this case we also have loss of productivity.

There is a well developed decision theory [11] that allows making a decision
under risk and uncertainty. We apply the probability-weighted utility theory for
analysis of alternatives. The idea is to compare risks of allowing access and risk
of denying access.

We know the probability of policy violation pv(t
′) at the moment of time t′

which has been found in Section 4.1. According to the Formula 1 the possible
benefit of allowing further access is (1−pv(t

′))∗CCS . On the other hand, allowing
access we also suffer some losses: pv(t

′) ∗CCF . The same logic can be applied to
another alternative (to revoke access). Thus, the access should be allowed if:

(1 − pv(t′)) ∗ CCS − pv(t
′) ∗ CCF > pv(t

′) ∗ CRF − (1 − pv(t
′)) ∗ CRS (18)

Example 3. The example of the decision matrix is presented in Table 2. Suppose
the company gains CCS = 20 Euro in average per one access of a trusted user
to the database, and the access of a malicious user results in losses CCF of 2000



Satisfied policy Failed policy

Continue access 20 -2000

Revoke access -100 0
Table 2. Example of the decision matrix

Euro. If the work on the project is idle because the access of the trusted user is
revoked the company loses 100 Euro (CRS). If the malicious user is prevented
of accessing the database the company gains no benefits and suffers no losses
(CRF = 0).

The probability of policy violation after t′1 = 7 minutes is p1
v = 0.0330. When

we apply Formula 18 we see that −46.6 > −96.7, and the usage session can be
continued. When we consider this inequality after t′2 = 14 minutes (p2

v = 0.0659)
we see the opposite situation: −113 < −93.4, and the usage session should be
revoked or some mitigation strategy should be applied.

The start of a process from different states can lead to different decisions
about the usage session. The probability of policy violation after t′3 = 10 minutes
is p3

v = 0.0471 if the process start from the state 1 (the engineer is in the
laboratory), in this case −75.1 > −95.3 and the access can be continued. The
probability of policy violation after t′3 = 10 minutes is p3

v = 0.0658 if the process
starts from the state 2 (the engineer is in the assembly shop), in this case −113 <

−93.4 and some mitigation strategies should be applied.

5 Risk of Violation of Complex Policy

Frequently, a policy consists of a number of complex usage rules. A complex rule
contains several atomic rules, that constrain different attributes of a subject,
an object, and an environment. In our paper we consider only the following
three operators for aggregation of rules: conjunction (AND), disjunction (OR),
and negation (NOT). These are basic operators, though the approach can be
extended for specific operators if needed (e.g., using the operations from [3]).

We assume that the attributes are statistically independent. This property
can be guaranteed by the policy designer that should choose attributes in a
proper way. In case when dependent rules (i.e., rules which are constructed using
the same attributes) appear in the same complex policy conditional probabilities
have to be used (i.e., probability of failure of one rule with the condition that
another rule fails).

5.1 Combination of Probabilities

The probability that a complex rule does not hold can be assessed using the
probabilities that atomic rules do not hold. An atomic rule r constrains one
attribute and the probability pr of rule violation is assessed using CTMC or any
other method. Consider two simple rules α and β with probabilities of violation



pα and pβ . The probability of violation pγ of the complex rule γ is computed as
follows:

γ = α AND β : the rule γ fails in three cases: when the rule α fails and the
rule β holds, when the rule β fails and the rule α holds, or when they both
fail simultaneously. Therefore, the probability of the failure of the complex
rule γ is a summation on the probabilities of each case.

pγ = pα ⊕ pβ

= pα ∗ (1 − pβ) + (1 − pα) ∗ pβ + pα ∗ pβ

= pα + pβ − pα ∗ pβ (19)

γ = α OR β : the rule γ fails only if both rules α and β fail. Thus, the proba-
bility of failure of the complex rule γ is a multiplication of probabilities of
failure of the rule α and the rule β.

pγ = pα ⊗ pβ = pα ∗ pβ (20)

γ = NOT α : the rule γ holds, when the rule α fails. Thus,

pγ = ¬pα = 1 − pα (21)

Example 4. Consider the following situation. An engineer involved in one project
requires access to the data of another on-going project. A complex policy allows
to do this only if the engineer is in the laboratory and either the manager of
another project or the engineer’s supervisor is in the laboratory as well. The
simple rules are

– α is “the engineer is in the lab”;
– β1 is “the manager of the another project is in the lab”;
– β2 is “the engineer’s supervisor is in the lab”.

The complex rule γ can be seen as γ = α AND (β1 OR β2). The probability
of violation of the complex rule is pγ .

pγ = pα ⊕ (pβ1
⊗ pβ2

)

= pα ⊕ (pβ1
∗ pβ2

)

= pα + pβ1
∗ pβ2

− pα ∗ pβ1
∗ pβ2

(22)

5.2 Combination of Losses and Benefits

There are two possibilities for assigning costs to a complex rule. The first one is
when four costs for the decision matrix (see Table 4.2) are assigned for the whole
complex policy. This situation is applicable if the costs do not depend on the
cause of policy failure. Thus, it does not matter which atomic rule fails, because



we suffer the same amount of losses. This situation is easy for policy-makers,
because only 4 costs are required for computations. The risk-aware decision
about a usage session for the complex rule is done in the same way as for a
policy of an atomic rule. The only difference is that probabilities have to be
computed using the formulas given in Section 5.1.

The second possibility is applicable when a more fine-grained analysis is
required. In such case we need to distinguish between losses caused by a failure
of one attribute or another one. Such situation usually happens when satisfaction
of one rule is much more important for us than the satisfaction of another one.
CCS is assigned to the whole policy because we get this benefit only if all rules are
satisfied. It also does not matter why access to a honest user has been revoked.
Therefore, this loss (CRF ) is also rule-independent and should be assigned to the
whole policy. We also assume that there is no difference why we revoked access
of unauthorised person (CRS).

The rule-dependent cost is the cost of a violation when the access has not
been prevented (but is had to be). If one rule is more important than another one,
we have to consider different losses (CCF ) caused by violation of corresponding
rules. Thus, we should combine risks to tackle this issue.

γ = α AND β : The risk of failure of the complex rule γ in case of conjunction
is a summation of risks. Here we follow the same strategy which is applied
in usual risk assessment methodologies (e.g., [23, 1]) when there are several
independent risks which should be considered together.

RCF
γ = CCF

α ∗ pα + CCF
β ∗ pβ . (23)

When we combine other complex rules we do not already have separate costs.
On the other hand here we simply should sum up all (n) risks:

RCF
complex =

n
∑

i=1

RCF
i . (24)

γ = α OR β : The risk of failure of the complex rule γ in case of disjunction is
equal to summed up losses when all atomic rules fail. The idea behind this
combination is the following. We suffer losses only when all rules fail, but in
this case we suffer losses from failure of all rules.

RCF
γ = (CCF

α + CCF
β ) ∗ pα ∗ pβ. (25)

Combination of risks of complex rules if we have n or-brunches is

RCF
complex = (

n
∑

i=1

CCF
i )(

n
∏

j=1

pj) = (CCF
1 ∗ p1)

n
∏

j=2

pj + . . .

+ (CCF
n ∗ pn)

n−1
∏

j=1

pj = RCF
1

n
∏

j=2

pj + . . . + RCF
n

n−1
∏

j=1

pj (26)



γ = NOT α : Negation influence only probability and, therefore, should be elim-
inated before considering losses. We propose to use Morgan laws in order to
leave negations only for atomic rules where they can be easily used for chang-
ing probabilities as it is shown in Section 5.1.

Example 5. Consider the same example we had in Example 4, but let now the
costs of violation be different. As it has been explained above, the following costs
are assigned for the whole complex policy: CCS

γ , CRF
γ , CRS

γ . Costs of failure of

each atomic rule are: CCF
α , CCF

β1 , CCF
β1 . The possible losses (RCF

γ ) caused by
granting an access when, in fact, some rule has failed are:

RCF
γ = RCF

α + RCF
β ∗ pβ2 + RCF

β2 ∗ pβ1

= CCF
α ∗ pα + CCF

β ∗ pβ1 ∗ pβ2 + CCF
β2 ∗ pβ1 ∗ pβ2 (27)

6 Possible Mitigation Strategies

In this section we discuss what to do when the condition of Equation 18 fails.
Naturally, the simplest solution which comes to the mind is to revoke the further
access. However, this simplest solution is not applicable in all situations and, of-
ten, by far not the best one. Note, that we make a decision based on probabilities
and this means that we can be wrong.

Other mitigation strategies are possible. First of all, the current session can
be simply suspended unless a fresh value is received and a solid decision can be
made. Another possibility is simply to ask for a fresh value right in the moment
when Equation 18 fails. This is, probably, is the best strategy in our running
example. When none of the proposed strategies are applicable an additional
attribute may be requested, which somehow mitigates a possibility of granting
the access to an unauthorised subject. One more strategy is to rise an alarm
which notifies a responsible person that a suspicious operation has taken place.
This could be a message to an administrator or a marked event in a log file.

As you see an immediate revocation of an access is not the only possibility
which can be followed by noticing a suspicious usage session. These strategies
should help administrators to react appropriately depending on the environment
where our risk-based decision making approach is applied.

7 Related Work

Risk has been used by several researchers for empowering access control. In all
these papers risk is used to make an access decision taking into account that
granting the access is connected with some threat. This source of risk is different
from the one we use in our paper (uncertainties associated with a current value
of an attribute).

Some authors use risk as a static parameter which simply helps to assign
correct privileges taking into account possible losses [15, 10, 21]. For example,



Skalka et al. [21] discussed an approach for risk evaluation of authorisations, the
formal approach is used to assess and combine the risks of assertions that is used
in authorisation decision. Other authors use risk as a dynamically changing value
which depends on the current value of possible losses and benefits as well as on
the probability of abusing granting privileges by a concrete subject [26, 7, 17, 6].
Deip et al. [7] show how risk of granting access can be computed and a decision
is made if risk is less than a threshold. McGraw [17] pointed out that risk should
be compared with operational needs. Unfortunately, the author did not provide
any information about how this risk and operational needs can be calculated.
Zhang et al. [26] also did not show how risk is computed but stated that risk
should be compared with possible benefits. The authors paid more attention to
propagation of risk and benefits through a trust chain. Ni et al. [19] consider
the parameters required for computation of risk as static, but use a notion of
“access quota”, which is given to a subject and reduces with access of subjects
to some resources according to a risk level.

Several authors paid more attention to incorporating risk semantics in access
policies rather than to the computation of risk. For example, the policy language,
proposed by Aziz et al. [2], contains three types of risks: operational, combinato-
rial, and conflict of interest. Dimmock et al. [8] show how OASIS access control
system and its role-based policy language can be extended with trust and risk
analysis.

Krautsevich et al. [14] also applied risk analysis for usage control model
in order to select the less risky data processor in service-oriented architecture.
The authors also indicated how risk can change after granting access to a data
processor and how the data processor can reduce its risk level to provide a better
service.

Trustworthiness of policy arguments and update mechanisms have been also
investigated by several authors. Nauman et al. [18] provide a way to verify the at-
tribute update behaviour (together with information flow behaviour) and showed
how this behaviour can be measured and analysed against UCON policies.

8 Conclusion and Future Work

In this paper we presented an approach which helps to make decisions even if
values of attributes are not up-to-date. In this approach we do not need to know
the amount of changes of attributes, but just time passes after the last update.
Mutability of attributes was modelled by means of CTMC where states are
possible attribute values, and transitions are possible changes of the attribute.
This improvement makes the approach more realistic. We also considered more
complex policies and determined how risk should be computed in such settings.
We discovered that the cost of violation sometime depends on the attribute which
can take an unwanted value or on the violation of the policy itself. In both cases
aggregation of losses must be done differently. We suppose that in most cases
the simplest analysis (e.g., when costs assigned to the whole policy) is applied
and only in very specific situations the fine-grained analysis is required.



As the future work we would like to make the approach more effective by
using the values (probabilities) found during the previous access check rather
than recomputing the values from the beginning. Such on-line approach should
significantly reduce computational cost. Another possible direction of the model
improvement is to consider cases of dependent attributes. This issue requires
complex mathematical models for implementing correlated Markov chains. In
addition, we are going to elaborate the model for applying mitigation strategy
and incorporate it in the overall framework more formally. Finally, we are going
to make a prototype of the proposed usage control model in order to estimate
possible overhead in the decision making process.
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