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ABSTRACT
Security metrics are the tools for providing correct and up-
to-date information about a state of security. This informa-
tion is essential for managing security efficiently. Although
a number of security metrics were proposed we still need re-
liable ways for assessment of security. First of all, we do not
have a widely-accepted and unambiguous definition which
defines what it means that one system is more secure than
another one. Without this knowledge we cannot show that
a metric really measures security. Second, there is no a uni-
versal formal model for all metrics which can be used for
rigourous analysis. In this paper we investigate how we can
define “more secure” relation and propose our basic formal
model for a description and analysis of security metrics.

Categories and Subject Descriptors
K.6.5 [Management of Computing and Information
Systems]: Miscellaneous—Security ; K.6.4 [Management
of Computing and Information Systems]: System Man-
agement—Quality assurance; D.2.8 [Software Engineer-
ing]: Metrics

General Terms
Security, Measurement, Management

Keywords
security metrics, formal metrics, security measurements

1. INTRODUCTION
More than ten years security community has been looking

for the metrics which can measure security correctly and
unambiguously. A number of different metrics have been
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proposed from specific ones, which measure a specific part
of a system (e.g., time between antivirus updates), to general
metrics, which assess security as a whole (e.g., attack sur-
face) [8, 5]. Unfortunately, neither one metric nor a closed
set of metrics are widely accepted for correct measurement
of security as a whole and currently many of them are used
simultaneously.

Such amount and diversity of metrics are caused by our in-
ability to prove that a metric really measures security. One
of the causes for this uncertainty is that there is no clear, un-
ambiguous, and widely accepted definition of “more secure”
relation. Every inventor of security metrics defines what
“more secure” is by means of metrics, but does not prove
that the metric really indicates changes in security.

For rigid proofs a formal description of metrics is required.
Many authors state that there is a need for formal descrip-
tions of security metrics [7, 23]. Such formalism, general for
all metrics, must help to define metrics precisely, prove that
metrics are the ones we need, and analyse how metrics relate
to each other. Surely, there is a huge gap between theory
and practice (e.g., see [7]). On the other hand, comparison of
theoretical and practical versions of a metric should indicate
the assumptions required for application of this metric.

In this article, we consider the problem of defining what
“more secure” means and propose a small step forward in
this direction. We propose a formal model which is capable
of describing many of general security metrics. We used this
model in order to analyse these metrics and consider rela-
tions between them. The proposed work is the first one to
our knowledge which formally defines many different met-
rics and evaluates them from the correctness perspective.
On the other hand, this work is only an initial step and we
do not consider complex situations in this paper. The tar-
get of our analysis is just a system which is applied out of
a context (i.e., we do not consider preferences of attackers
and possible impact). We will add context in our model in
the next version of our model.

The paper is organised as follows. Section 2 shows what
metric means in theory of measurement and in the secu-
rity community. Section 3 presents our basic formal model.
In Section 4, we formally define several metrics and anal-
yse them. We show what “more secure” means for different
stakeholdes in Section 5. How a behaviour of attackers af-
fects applicability metrics is analysed in Section 6. We con-
clude the paper with a discussion (Section 7), related work
(Section 8), and a conclusion (Section 9).



2. METRICS IN MATHEMATICS AND IN
IT SECURITY

In the measurement theory, we can find the following the-
orem which helps to establish a link between an empirical
evidence and an objective measurement. This is a central
theorem which is called a representation theorem [21, 4]:

Definition 1 Let Q be a set of elements and r and q be
its members (r, q ∈ Q). Let also R = {R1, ..., Rn} be a set
of relations on Q. The tuple ⟨Q,R⟩ is called an empirical
relational system. Measurement can be seen as an objective-
empirical function which assigns a real value to an element
(M : Q 7→ R) and P = {P1, ..., Pn} is a set of relations on
R (reals) which is in a binary relation with R (i.e., each Ri

corresponds to Pi). Then:

∀i Ri(r, q, ...) ⇔ Pi(M(r), M(q), ...) (1)

For our purposes we simplify the representation theorem.

Definition 2 We can say that a security measurement func-
tion is representative if one of the following relation holds

∀r, q ∈ Q (r ∼S q) ⇔ M(r) = M(q) and

((r ≻S q) ⇔ M(r) > M(q) xor

(r ≻S q) ⇔ M(r) < M(q)) (2)

where, r ∼S q means that r is equally secure as q, and r ≻S q
means that r is more secure than q. Definition 2 shows that
a measurement function must be monotone. The well-known
definition of metrics in the measurement theory is [12]:

Definition 3 Metric is a function M on a set Q which
determines the distance between two members of the set (M :
Q × Q 7→ R) and satisfies the following properties:

1. M(q1, q2) ≥ 0 ∀q1, q2 ∈ Q (positivity)

2. M(q1, q2) = 0 iff q1 = q2. ∀q1, q2 ∈ Q (identity)

3. M(q1, q2) = M(q2, q1) ∀q2, q1 ∈ Q (symmetry)

4. M(q1, q3) ≤ M(q1, q2) + M(q2, q3) ∀q1, q2, q3 ∈ Q (tri-
angle inequality)

Note, that Definition 3 already includes a measurement
function: before defining the distance the mapping from em-
pirical quantities to real numbers is established [1, 3].

The IT security community always uses the term“metric”
as it is shown in Definition 2: one value is assigned to a sys-
tem which defines how secure the system is. In the following,
we stick to the common definition of“metric”accepted in the
IT security community (i.e., Definition 2).

Challenge 1 We must define what does it mean that two
systems are equally secure or that one system is more secure
than another one.

These relations should be similar to the ones from physics
where without measurements we often can say that one ob-
ject is hotter/longer/brighter than another one. For exam-
ple, the length of objects can be compared simply by putting
the objects close one to another. Unfortunately, in the se-
curity community there is no such widely accepted answer.
Usually, authors first define a way of measurement and then
say that this means that the relation between two measure-
ments defines relations between security levels of the two
systems (e.g., [19]). In this paper, we will give a close look
to this challenge.

3. BASIC FORMAL MODEL
We are going to consider Challenge 1 from a theoretical

point of view. First, we define a formal model for a more ac-
curate discussion about security strength and security met-
rics. We define security (similar to [17]) as follows:

Definition 4 Let S be a system and X an attacker. A
system and an attacker perform some actions (a ∈ A) and
move from one state to another one. We denote a trace
of actions completed by a system or an attacker as γ ∈ Γ.
γ′ • γ′

X denotes that one trace of actions is merged with
another one in any way preserving the order of events. We
say that the system is (perfectly) secure1 if and only if

∀X, ∀γ, S
γ′
−→ S′ ∧ X

γ′
X−−→ X ′, γ = γ

′ • γ
′
X

S∥X γ−→ S′∥X ′ ⇒ Psec(S
′∥X ′) = F(alse) (3)

We use the usual notation of the process algebra [17].
Function Psec(S

′∥X ′) says if the system is compromised.
We define an attacker X simply as a set of possible traces
the attacker can launch against the system. We write γ ∈ X
to show that a specific attacker knows the trace (attack). We
also use a ∈ γ notation to denote that action a is contained
in trace γ. A trace of events is denoted in the following way
preserving the order of actions: γ = a1 ◦ a2 ◦ · · · ◦ an.

Relaxing ∀γ condition we can derive a simple definition
that determines the ‘more secure’ relation.

Criterion 1 Let XA be a set of attackers relevant for sys-
tem A, and XB be a set of attackers relevant for system B.
We say that system A is more secure than or equal to B
(A ≽S B) if ΓA ⊂ ΓB, where:

ΓA = {γ′
X | γ

′
X ∈ XA ∈ XA γ = γ

′ • γ
′
X∧

A∥XA
γ−→ A′∥X ′

A ⇒ Psec(A
′∥X ′

A) = T}
ΓB = {γ′′

X | γ
′′
X ∈ XB ∈ XB γ̂ = γ

′′ • γ
′′
X∧

B∥XB
γ̂−→ B′∥X ′

B ⇒ Psec(B
′∥X ′

B) = T} (4)

This security criterion says that if a set of possible attacks
on one system is broader than a set of attacks on another
one then the later system is more or (at least) equally secure
than the former one. Since this criterion does not allow
distinguishing between equal or higher security in case ΓA ⊂
ΓB we call this criterion non sensitive. The sensitive criteria
can be formalised in the following way:

Criterion 2 We say that A ≻S B if ΓA ⊂ ΓB

Criterion 3 A ∼S B if ΓA ≡ ΓB

Proposition 1 If any attacker which can compromise A
can compromise B as well, then A ≽S B.

Proof We have that:

∀X, ∀γ
′
X ∈ X, ∃γ

′ . A
γ′
−→ A′ ∧ X

γ′
X−−→ X ′

A∥X
γ′•γ′

X−−−−→ A′∥X ′ ⇒ Psec(A
′∥X ′) = T∧

∃γ
′′, B

γ′′
−−→ B′ ∧ X

γ′
X−−→ X ′

B∥X
γ′′•γ′

X−−−−−→ B′∥X ′ ⇒ Psec(B
′∥X ′) = T} (5)

1Note that not all the security properties can be stated as
reachability ones, as, e.g., information flow ones. However,
for the purpose of the paper, this is not a major limitation.



In other words, all possible attacks ΓA are relevant for B
as well (ΓA ⊆ ΓB). Therefore, according to Criterion 1 (or
Criterion 2 and 3 ) A ≽S B. �

Though the criteria (Criterion 1 or Criterion 2) indicate
that one system is more secure than the other one it is a
rare case when the set of possible attacks for one system
is completely included into the set of possible attacks for
another system. In other words, this criterion gives us only
a partial order, and, thus, we need a more fine-grained way
for defining the ‘more secure’ relation.

4. FORMAL DEFINITIONS OF METRICS
In this section we consider several metrics which can be

used for measuring security strength and show how the met-
rics are used for defining security criteria.

Number of attacks.
Number of attacks metric defines how many attacks on a

system exist. The idea behind this metric is that the more
attacks for a system exist the less secure the system is. This
metric is applied for the simplest analysis of attack graphs
[18, 19]. Number of attacks also can be used for analysis of
results of the penetration testing.

Definition 5 Number of attacks (Natt)

∀X, ∀γ, S
γ′
−→ S′ ∧ X

γ′
X−−→ X ′, γ = γ

′ • γ
′
X

Natt = |{γ′
X | S∥X γ−→ S′∥X ′ ⇒ Psec(S

′∥X ′) = T} ∧

̸ ∃γ̂
′
X . γ

′
X = γ

′
X • γ̂

′
X S∥X

γ′•γ̂′
X−−−−→ S′∥X ′ ⇒

Psec(S
′∥X ′) = T}| (6)

The last line of Definition 5 leaves only the minimal se-
quences of attacks (i.e., only essential steps for an attack
are considered). The security criterion is then defined as
follows:

Criterion 4

A ≻S B iff Natt(A) < Natt(B) (7)

Minimal cost of attack.
The idea behind this metric is that the less an attacker

has to spend in order to successfully execute an attack the
less secure the system is. We consider “cost” in a wide sense,
i.e., a combination of everything that attacker must spend
in order to successfully execute an attack (money, resources,
time, effort, etc.).

In this article, we assume that the cost of attack is a com-
position of two costs: the cost of discovery that an attack is
possible (i.e., discover a vulnerability) and the cost of exe-
cution of an attack (i.e., exploitation of this vulnerability).

Costs of attack, exploitation and discovery can be defined
in the following way:

Definition 6 Cost of attack (Catt).

If γ = a′
1 ◦ a′

2 ◦ · · · ◦ a′
n;

Cexp(γ) = Cexp(a′
1) ⊕ Cexp(a′

2) ⊕ · · · ⊕ Cexp(a′
n)

Cd(γ) = Cd(a′
1) ⊕ Cd(a′

2) ⊕ · · · ⊕ Cd(a′
n)

Catt(γ) = Cexp(γ) ⊕ Cd(γ); (8)

where a is an action executed by an attacker and Catt(a)
is the cost the attacker has to pay to launch this action.
Operator ⊕ applied to costs means that costs are summed
up.

Definition 7 Minimal cost of attack (Cmin
att ).

∀X, ∀γ, S
γ′
−→ S′ ∧ X

γ′
X−−→ X ′, γ = γ

′ • γ
′
X

Cmin
att (S) = min{Catt(γ

′
X) | S∥X

γ′•γ′
X−−−−→ S′∥X ′ ⇒

Psec(S
′∥X ′) = T} (9)

Minimal costs of exploitation and discovery are also some-
times used as metrics for security.

Definition 8 Minimal cost of attack (Cmin
att ).

∀X, ∀γ, S
γ′
−→ S′ ∧ X

γ′
X−−→ X ′, γ = γ

′ • γ
′
X

Cmin
exp (S) = min{Cexp(γ′

X) | S∥X
γ′•γ′

X−−−−→ S′∥X ′ ⇒
Psec(S

′∥X ′) = T}

Cmin
d (S) = min{Cd(γ′

X) | S∥X
γ′•γ′

X−−−−→ S′∥X ′ ⇒
Psec(S

′∥X ′) = T} (10)

The criterion is

Criterion 5

A ≻S B iff Cmin
att (A) > Cmin

att (B) (11)

Minimal cost for reduction of attacks.
We can measure security by counting the cost required

to update the system in order to achieve perfect security
(similar to [25]). Of course, we would like to count only
efficient investments in security and, thus, this cost must be
minimal.

Definition 9 Let some function Red improves the security
strength of a system according to the amount of allowed in-
vestments. Then, the minimal cost of reduction of all attacks
(Cred).

Cred = min{C|S∗ = Red(C, S) .

∀X, ∀γ, S∗ γ′
−→ S′∗ ∧ X

γ′
X−−→ X ′, γ = γ

′ • γ
′
X

S∗∥X γ−→ S′∗∥X ′ ⇒ Psec(S
′∗∥X ′) = F} (12)

The criterion is

Criterion 6

A ≻S B iff Cred(A) < Cred(B) (13)

Shortest Length of Attacks.
An intuition behind this metric is the following: the less

steps an attacker has to make, the simpler is to execute the
attack successfully, and the less secure the system is [18].

Definition 10 First we define the length of attacks as:

L(γ) = |γ| = n where

γ = a1 ◦ a2 ◦ · · · ◦ an (14)



Now we can easily define the shortest attack as:

Lmin(S) = min{L(γ′
X) | S∥X

γ′•γ′
X−−−−→ S′∥X ′ ⇒

Psec(S
′∥X ′) = T} (15)

The criterion is

Criterion 7

A ≻S B iff Lmin(A) > Lmin(B) (16)

Maximal probability of attack.
The probability to accomplish an attack successfully is a

well-known metric. The metric defines how probable is that
an attacker is capable of reaching its final goal.

Definition 11

We define maximal probability of attack as follows:

If γ = a′
1 ◦ a′

2 ◦ · · · ◦ a′
n;

p(γ) = p(a′
1) ⊗ p(a′

2) ⊗ · · · ⊗ p(a′
n)

P max(S) = max{p(γ′
X) | S∥X

γ′•γ′
X−−−−→ S′∥X ′ ⇒

Psec(S
′∥X ′) = T} (17)

Operator ⊗ in this case means a multiplication of prob-
abilities. In other words, in order to get the probability to
execute an attack successfully every action required for the
attack must be successfully accomplished.

Now, the security criterion can be transformed into the
following one:

Criterion 8

A ≻S B iff P max(A) < P max(B) (18)

Overall probability of success.
Defining security strength using the maximal probability

of attack is not very descriptive. In particular, elimination
of possible attacks, except the most probable one, does not
change the overall strength of security. Therefore, we pro-
vide another definition based on probability. The value we
get can be seen as a probability that an attacker executing
all attacks one-by-one is not able to compromise the system:

Definition 12

We define probability of success as follows:

If p(γ) = p(a′
1) ⊗ p(a′

2) ⊗ · · · ⊗ p(a′
n)

P suc(S) = ⊕∀ip(γ′
X,i) = 1 −

∏
∀i

(1 − p(γ′
X,i))

where ∀γ
′
X,i, ∃γ

′ . S∥X
γ′•γ′

X,i−−−−−→ S′∥X ′ ⇒ Psec(S
′∥X ′) = T}

(19)

This metric is sensitive to any changes in security. The
security criterion in this case is the following:

Criterion 9

A ≻S B iff P suc(A) < P suc(B) (20)

One more probabilistic metric is usually used for measur-
ing security: the average probability to compromise a sys-
tem. In order to compute this metric we need to know which
attack is more frequent than another one. This knowledge
depends on the context where the system is implemented
and, thus, we cannot formalise this metric at this stage (but
we will use this metric in the future).

Attack surface metric.
This metric has been proposed by M. Howard and J. Wing

[6, 14]. We generalised the methodology proposed in [14]
and adapted it for our model. We define the attack surface
metric as follows.

Definition 13 Let a set of actions which can be done by
a system be AS = {a | a ∈ γ ∈ S}. Let a set of resources
which can be used after an action can be found with the fol-
lowing function: Res : A 7→ 2RES, where RES is a set of
all possible resources. If we have a set of actions A we can
find all types for the resources used and achievable by these
actions: Type Set = {t | ∃a ∈ A . Res(a) ∈ t ∈ TYPE},
where TYPE is a set of all possible types. We also need a
function which selects the subtypes of resource types which
satisfy some properties: Prop : 2PROP◦2TYPE 7→ 2TYPE. Lets
call Attack Class a set of subtypes satisfying some property:
Attack Class = Prop(PROP ∗ Type Set). Finally, if k in-
dicates a specific attack class and wk is a weight assigned to
the k-th attack class then the attack surface metric can be
defined:

ASMw =
∑
∀k

(|R(Attack Classk)| ∗ wk), where

R(Attack Classk) = {Res(a) | ∃a ∈ AS ∧
Res(a) ∈ Attack Classk ∧ AS = {a | a ∈ γ ∈ S}} (21)

In the set of considered resources (RES), types (TYPE)
and properties (PROP) are defined by analysts. In order to
remove this human-based factor we assume that there are
the corresponding universal sets which contain all possible
units of the required kind.

Criterion 10

A ≻S B iff ASMw(A) < ASMw(B) (22)

The last remark about this metric we want to make is
that the metric was significantly improved in the further
work [15, 16]. We do not consider the latest version of the
metric because this version considers the system applied in a
specific context when we consider systems out of a context.

Percentage of compliance.
Percentage of compliance[10, 9] with some standard, a

guideline or a check list of other kind can be formalised in
the following way.

Definition 14 Check list is a simple set of actions of a
system: Γcl ⊆ Γ. Let a set of satisfied items in the list be
ΓS = {γ|γ ∈ S ∧ γ ∈ Γcl}. The the metric is:

CLM = |ΓS |/|Γcl| (23)

A weighted check list ration can be seen as follows:

CLMw =
∑

γi∈ΓS

wi ∗ |γi|/|Γcl| (24)



Criterion 11

A ≻S B iff CLM(A) > CLM(B) or

A ≻S B iff CLMw(A) > CLMw(B) (25)

4.1 Evaluation of metrics
We evaluate the formalised metrics against the security

Criteria 1 and 2. The sketches of proofs can be found in
Appendix A and the result is shown in Table 1. Note, that
both metrics which fail to satisfy our criteria still can be
useful (e.g., percentage of compliance can be used as an
indicator that the system satisfies some set of requirements
to some extent) but assessing security strength both metrics
rely on very strong assumptions. Moreover, we remind that
satisfaction of the criteria (sensitive or non-sensitive) does
not guarantee that a metric really measures security. We
can only say that the metric may be the one which is good
for such measurement.
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Table 1: Results of satisfaction of security criteria.
“s”- sensitive, “n-s” - non-sensitive, “no” - fails both
criteria.

Another analysis of metrics we made is checking met-
rics for their equivalence, i.e., if metrics perform the same
measurement but use different scales. For our purpose, we
should check if metrics are monotone [21, 4].

Definition 15 Two security metrics are scalable (or unique)
up to some transformation f if:

M(r) > M(q) ⇔ f(M(r)) > f(M(q)) or

M(r) > M(q) ⇔ f(M(r)) < f(M(q)) (26)

Note, that Definition 15 allows us only to preserve the
order. We analysed security metrics from Section 4 and
found that all of them are independent (“X” in Table 2).
On the other hand, we found that some metrics can be de-
rived from others with some (often, very strong) assump-
tions (“?X”). For example, maximal probability can be found

as P max(S) = pLmin(S) if every action has the same proba-
bility of success. The brief intuition about the dependencies
presented in Table 2 can be found in Appendix B.

5. METRICS AND STAKEHOLDERS
Using only Criterion 1 or 2, we cannot decide which metric

is more appropriate for measuring security. Such decision
cannot be done because the criterion we use is too coarse
(we can apply only a partial order to compare systems) and,
thus, we need other criteria to make a more fine grained
analysis of metrics or, ideally, an unambiguous definition
of “more secure”. Therefore, currently we have to accept
that several metrics can be used. The selection of more
appropriate metric can be done depending on who needs
this metric.

Various metrics are useful for different stakeholders. A
security team or administrators are more interested in what
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Natt X ?X X X ?X X X

Cmin
att X X ?X X X X X

Cred ?X X X X X X X

Lmin X ?X X ?X X X X
P max X X X ?X X X X
P suc ?X X X X X X X

ASMw X X X X X X X
CLM X X X X X X X

Table 2: Relations between metrics.

has to be done to reduce amount of penetrations. Thus, a
number of possible attacks is more useful for these stake-
holders. Also attack surface can be useful too to see how
assets can be better protected.

Cost of reduction gives information for those who are re-
sponsible for a security budget (e.g., security managers and
financial managers). This metric can be useful when more
investments in security are required.

Minimal cost of attack, probabilities and length of attacks
are more useful for the analysts studying attackers. After
an analysis these metrics can be provided to security staff
which can improve the system knowing the weakest places.
Of course, these values are interesting for an attacker, who
wants to conduct its attack in the most efficient way.

Percentage of compliance is a metric for managers who
have to be sure that the security of the system complies with
some guidelines or laws. The analysis shows that adding
more suggested security controls does not obligatory increases
the security level, because the suggested controls are not
specified for the needs of a concrete system.

6. ATTACKER MODELS AND METRICS
One side conclusions we made out of our work, is that a

definition of security depends on behaviour of an attacker.
Considering security strength, even not in a specific con-

text, we take into account possible behaviour of an attacker.
For example, we say that a castle with thicker walls is more
secure than the one with thinner walls. In this case, we im-
plicitly assume that an attacker is going to break the walls
with cannons or catapults. Definition 1 already takes into
account all possible ways which an attacker can follow to
break the system. On the other hand, the definition does
not consider how the attacker is going to select an attack to
execute among several alternatives and does not say what
kind of knowledge the attacker possesses. In the following,
we are going to show that this moment has a crucial effect
on selection of security metrics.

We are going to consider two simple models of an attacker
in order to show how different metrics react on behaviour of
these attackers.

Omniscient attacker.
This is a “worst-case attacker”. The attacker has a com-

plete knowledge of the system: knows all possible attacks,
costs he has to pay to execute each attack and also the prob-
ability that an attack will be successful. With all this knowl-
edge the attacker will always select the “easiest” way (less



costly or more probable2). Thus, the existence of other at-
tacks rather than the“easiest”one does not affect the overall
security strength because these attacks will never be used.
In this case, such metrics as minimal cost of attack or the
most probable attack are the most appropriate choice.

Although such attacker is popular in the literature it is
not suitable for estimation of a real security strength, the
property which security metrics do have to measure. If such
attackers were possible all attacks on the same system would
be the same. On the contrary, we see the diversity of attacks
(see, for example, the experiment described by E. Jonsson
and T. Olovsson [11]).

Blind attacker.
This attacker is another extreme: the attacker does not

know anything about the system. The attacker finds the
first possible attack and tries to execute it because there is
no knowledge of how easy the attack is. In other words, the
attacker selects attacks randomly. With such an attacker
in mind every attack will contribute to the overall security
strength, but not only the “easiest” one. Therefore, metrics
like minimal cost of attacks are not appropriate for estima-
tion of security strength, because they do not register im-
provement of security strength caused by hardening of other
attacks, except the “easiest” one.

Of course, neither the first nor the second model are good
for description of the behaviour of attacker, since an at-
tacker always has some knowledge about the system, but
this knowledge is not complete. Therefore, new and more
realistic models of an attacker are required. On the other
hand, two extreme models already presented illustrate that
different conclusions can be derived with respect to the con-
sidered behaviour of an attacker.

7. DISCUSSION
In this paper, we have presented our basic model for de-

scribing security metrics in a formal way. All metrics we
have selected are the ones which measure security out of a
context. We are aware that ‘a “good metric” should also
ideally be context specific’ [8], but we see this paper as an
initial step which have to be done before a more complex sit-
uation is considered. For example, in this article we were not
able to consider average probability of success since for this
purpose we need the information about attractiveness of one
attack in a comparison with another one (threat, in short).
Another important example of application of a system in a
specific context is possible damage for the organisation. For
example, threats and possible damage are required for mod-
elling of risk [20, 2] or a new version of attack surface [15,
16].

In Section 3, we provided a simple empirical criterion for
partial analysis of security metrics. As we see from the arti-
cle this criteria is not enough because many metrics satisfy
it. Therefore, we either need to find more empirical criteria
for a more fine-grained analysis or, ideally, define what we
mean by “more secure”. Note, that we do not claim that the
metrics which do not satisfy our criterion are bad. We only
say that we cannot rely on them entirely when we consider
security of a system.

We have found that cost of attacks, probability of attacks

2We analyse a system using cost and probability separately.
See Section 7

and skills of attackers are not entirely independent. Unfor-
tunately, we are not aware about a study which formally
defines the relation between these attributes. Thus, we used
an oversimplified model. The only work we are aware of was
done by E. Jonsson and T. Olovsson [11], but the study is
empirical and provides only approximate dependency.

8. RELATED WORK
We already pointed out that in the security community

there is no agreement on what to consider a good metric for
security of a system. A. Wang [23] restated four axioms pro-
posed for measuring the complexity of programs in order to
create axioms for security metrics. These axioms are either
too simple, i.e., all metrics satisfy them (e.g., “the measure
must not assign the same number to all systems”) or un-
clear, what do they mean in a context of security and their
validity is arguable (e.g., “the measure must be sensitive to
the ordering of the system components”).

Approaches based on attack graphs are close to our work.
First of all, these approaches are also based on the idea to
model behaviour of an attacker as a sequence of steps (ex-
ploiting vulnerabilities). Secondly, these approaches are also
based on a formal description of a system. Furthermore, the
authors also use various metrics for evaluation of a system:
probability of successful attack [24], minimal cost of attack
[19], minimal cost of reduction [25], shortest path [18]. Due
to the different models our formal descriptions are differ-
ent. Moreover, some of the metrics are defined differently
(e.g., minimal cost of attack [19]) and their description is not
completely formal, but the metrics are of the same kind any-
way. Despite the similarities, our work has a different goal
- to analyse different metrics and relations between them.
Moreover, we aim to prove which metric is more appropri-
ate for measuring security, while the authors of papers on
attack graphs just define these metrics to measure security
strength.

P. Manadhata and J. M. Wing in their work also provided
a formal model for defining attack surface metric[14, 15, 16].
In contrast to our work, the model provided by these authors
is more focused on the resources which can be compromised
(because of nature of the proposed metric) rather than on
the ways how an attack can be conducted. Even a new,
more advanced model [15, 16] does not explicitly show how
an attacker can compromise a system, but assumes that this
is possible if there is a way to access the resource. Similar to
attack graph approaches, this formal model is made to work
with a specific metric: attack surface metric, when our goal
is to analyse different metrics.

Another example of the metric which has been formally
defined is a “mean time to security failure” metric was pro-
posed by Madan et al. [13]. The model is aimed to model
behaviour of a system for a single-step attack, when we con-
sider more complex scenarios.

M. Walter and C. Trinitis [22] have provided a formal
model for describing security of a system. The authors con-
sider a system as a castle where several ways (doors) to
penetrate into the caste exist. Probability of penetration
through a door is used to compute the overall security of a
castle (system). In fact, the work is similar to attack graph
approaches (if we consider vulnerabilities as doors).

9. CONCLUSION AND FUTURE WORK



In this paper, we have presented our initial model of a for-
mal description and analysis of security metrics. First of all,
we have shown that in theory of measurement term “met-
ric” has a different meaning (distance) than the one usually
used in the security community. We have formalised a num-
ber of security metrics which can be found in the literature
and evaluated them against a very simple empirical crite-
ria. We also investigated dependencies among metrics and
found that in a strict sense all metrics are independent, but
there are some correlations between these metrics. One of
the main conclusions we have made out of our research is
that we do not have a strict empirical notion of “more se-
cure” and, therefore, we cannot say which metric is good (or
bad) for measuring security. Without this relation we can
only say that security metrics should be used depending on
the entity which requires evaluation of security, i.e., a stake-
holder. Another conclusion we can draw out of our work is
that a metric can be considered good or bad depending on
the model of an attacker.

In the future, we are going to improve our model and
take into account also the context in which a system is in-
stalled (e.g., assets which are protected, possible threats,
etc.). Another direction is to find more fine-grained criteria
for“more-secure” relation. For example, we are going to give
a closer look on amount of possible penetrations, taking into
account different behaviour of attackers. Finally, we would
like to investigate relations between probability of successful
attack, cost of attack and skills of an attacker.
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APPENDIX
A. PROOFS FOR SECURITY CRITERIA
Proof For number of attack metric from relation ΓA ⊂ ΓB

we can deduce that Natt(A) < Natt(B) (|ΓA| = Natt(A)).
This is exactly what Criterion 4 states.

For minimal cost of attack we can divide ΓB in two sets:
ΓB = ΓA ∪ Γ′

B . Γ′
B ∩ ΓA = ∅. Thus, the cheapest attack

is either in ΓA or in Γ′
B . If the cheapest attack is in ΓA

then we have that CostAt(A) = CostAt(B). If the cheapest
attack belongs to Γ′

B then CostAt(A) > CostAt(B).
The proofs for minimal cost of reduction, maximal prob-

ability of attack and minimal length of attack metrics are
the same as for minimal cost of attack metric, because the
minimal or the maximal value of B is either in ΓA or in Γ′

B .
We again divide ΓB in two sets: ΓB = ΓA∪Γ′

B . Γ′
B∩ΓA =

∅ in order to prove the satisfaction of the criteria for overall



probability of success metric. The metric for system A is
computed as follows: P suc(A) = 1 −

∏
∀i(1 − p(γi)). Thus,

we can define P suc(B) through P suc(A): 1 − P suc(B) =
(1−P suc(A)) ∗

∏
∀γj∈Γ′

B
(1− p(γj)). Since the probabilities

are always less than 1 we can deduce the following inequality:
1 − P suc(B) < (1 − P suc(A)). Thus, P suc(B) > P suc(A).

Attack surface metric. Consider that reaching a resource
by an attacker means to compromise the system. The main
problem if this metric is that it considers only the last step
(which denotes that the resource can be reached by an at-
tacker: Res(a) ∈ Attack Class). Moreover, the authors also
assume that if there is a legal way to use a resource then
there is also a way for an attacker to reach the resource.
Assume that the later observation holds. Now, if we con-
sider A and B which have the same set of resources, which
belong to the same sets of attack classes. More ways to com-
promise B do not contribute to the attack surface value for
B in this case. In contrary, we can remove one of the re-
sources from B to which no sequences of actions available for
an attacker (attacks) and this makes ASM(A) > ASM(B)
while ΓA ⊂ ΓB . Note, that we use the version of the metric
presented in [14] (a new version [15, 16] partially solves the
problem).

Percentage of compliance metric is more oriented to how a
system behaves rather than what an attacker can do. Natu-
rally, there is a correspondence between security actions and
possibility for an attacker to compromise the system, but
not all requirements inserted into a check list are relevant
for the system. Therefore, the two systems which imple-
mented the same set of requirements have the same values
of the metrics, even if they have different sets of attacks,
e.g., ΓA ⊂ ΓB . Now, if we add an additional implemen-
tation of a requirement from a check list to the system B,
which though does not remove any possible attack, we have
that ASMw(A) < ASMw(B). �

B. SCALABILITY OF METRICS
In this part of the Appendix, we give only an intuition

which indicates that Definition 15 does not hold for a pairs
of metrics, due to the lack of space. In this section, we only
show that most metrics cannot be seen simply as a monotone
function from another metric and we indicate the assump-
tions with which such monotone function can be found.

Number of attacks.
Two systems with different sets of attacks will have dif-

ferent qualities of attacks: different minimal costs, different
maximal probabilities, different length of attacks, different
cost of reduction of attacks. By the same reason, the over-
all probability of success can be greater for the system with
lower number of easiest attack than the one with higher
number of hard attack. On the other hand, if the probabil-
ity to execute every attack is the same (p) then the system
with a lower number of attacks has a lower value of the met-
ric (and P suc(S) = 1 − (1 − p)Natt(S). Also, if we assume
that reduction of one attack does not depend on reduction of
another one and has the same cost c then we can define cost
of reduction as: Cred(S) = c ∗ Natt(S). A number of ways
to reach valuable resources (compromise a system) do not
depend on the number of the resources themselves (in strict
sense). Also a greater set of security practices applied in one
system do not guarantee that the system has less attacks.

Minimal cost of attack.
Increasing the amount of attacks with expensive attacks

we can significantly variate the minimum cost of reduction
and the overall probability of success metrics leaving the
minimal cost of attack the same. In this paper, we con-
sider the probability of an action to be independent from
the cost of the action (though we agree that a more com-
plex dependency model must be found). In general an attack
with some length may have any cost. On the other hand,
if we assume that every action has the same cost c then
Cmin

att (S) = c ∗ Lmin(S). Adding or removing a resource
to/from the system does not change the minimal cost of
attack (unless we remove the goal of the attack with mini-
mal cost). Similarly, adding or removing an applied security
practice does not affect the minimal cost of attack.

Maximal probability of attack.
Increasing the amount of attacks with expensive attacks

we can significantly variate the minimum cost of reduction
and overall probability of success metrics leaving the maxi-
mal probability of attack the same. In fact a trace of very
probable actions can be longer than a shorter trace with very
difficult actions. On the other hand, if we assume that prob-

ability to execute any action is p then P max(S) = pLmin(S).
Similar to the minimal cost of attack adding or removing a
resource to/from the system does not change the maximal
probability of attack, neither adding or removing an applied
security practice does.

Shortest length of attack.
Increasing the amount of attacks with expensive attacks

we can significantly variate the minimum cost of reduction
and overall probability of success metrics leaving the short-
est length of attack the same. Similar to the minimal cost
of attack adding or removing a resource to/from the system
does not change the shortest length of attack, neither adding
nor removing an applied security practice does.

Minimal cost of reduction.
Imagine that we have two systems with the same values of

the minimal cost of reduction and the maximal probability
of attack. Now if we remove the most probable attack from
one system and the most expensive in reduction attack from
another system we have that the first system is less probably
will be compromised when the second is has smaller the
minimal cost of reduction. But we have a reverse situation
when we remove the less probable and the less expensive
attacks. Removing an attack does not change the number
of reachable resources. Also if we remove an attack by a
countermeasure not listed in a check list the percentage of
compliance with the check list will be the same.

Overall probability of success.
Since removing or adding an attack does not change a set

of reachable resources than the overall probability of success
and attack surface metrics are independent. With the same
amount of applied countermeasures we can close the most
probable attacks and the less probable.

Attack surface.
Adding or removing a countermeasure does not change

the amount of resources in a system.


